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The time-spectral method is a fast and efficient scheme for computing the solution to temporal periodic problems. Compared to traditional backward difference implicit time-stepping methods, time-spectral methods incur significant computational savings by using a temporal Fourier representation of the time discretization and solving the periodic problem directly. In the time-spectral discretization, all time instances are fully coupled to each other, resulting in a dense temporal discretization matrix, the evaluation of which scales as $O(N^2)$, where $N$ denotes the number of time instances. However, by implementing the time-spectral method based on the fast Fourier transform (FFT) the computational cost can be reduced to $O(N \log_2 N)$ for even numbers of time instances and to $O(2N \log_3 N)$ for odd numbers of time instances. Furthermore, in parallel implementations, where each time instance is assigned to an individual processor, the wall-clock time necessary to converge time-spectral solutions is reduced to $O(\log_2 N)$ for even numbers of time instances and to $O(2 \log_3 N)$ for odd numbers of time instances using the FFT-based approach, as opposed to the $O(N)$ weak scaling incurred by previous discrete Fourier transform (DFT) parallel time-spectral solver implementations. However, as the number of time instances becomes larger or the period of the flow becomes shorter, the non-linear system associated with the time-spectral method becomes larger and stiffer to solve. Achieving superior efficiency with the time-spectral method based on the FFT requires a robust solver strategy that solves the large non-linear space-time system rapidly. In previous work, an FFT-based approximate factorization (AF) scheme was used to solve time-spectral problems with large numbers of time instances. In the current work, this solution strategy is reformulated as a preconditioner to be used in the context of a Newton-Krylov method applied directly to the complete non-linear space-time time-spectral residual. The use of the Generalized Minimal Residual Method (GMRES) Krylov method enables additional coupling between the various time instances running on different processors resulting in faster overall convergence. The new GMRES/AF scheme is shown to produce significantly faster convergence than the previous AF scheme used as a solver alone, and achieves order of magnitude gains in efficiency compared to previous DFT-based implementations of similar solution strategies for large numbers of time instances.

I. Introduction

Time periodic problems have a wide range of applications including analysis of turbomachinery flows, rotorcraft aerodynamics, and flow analysis around helicopter blades. To solve such time periodic problems, time-spectral methods offer an appropriate strategy that significantly reduces computational cost compared to traditional time implicit methods. In many cases, the time-spectral method, using small numbers of time instances per period, without the need to evolve through the transient part of the solution, shows the same or even better accuracy than traditional time stepping methods with a much higher number of time steps. To discretize the time domain, similar to the harmonic balance method, a discrete Fourier analysis is used.
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in time-spectral methods where unsteady equations in the physical domain are first transferred to a set of steady equations in the frequency domain. The steady equations in the frequency domain are then transformed back to the physical domain by a time discretization operator which couples each time instance to all other time instances. Higher-order accuracy and lower computational cost are the two main advantages of the time-spectral method compared to traditional time stepping methods. In the time-spectral method, spectral accuracy can be achieved as Fourier representations are used for time discretization. In addition to having high accuracy, the time-spectral method has been shown to be computationally more efficient than dual-time stepping implicit methods (using backward difference in time) for various time periodic problems such as helicopter rotors, oscillatory pitching airfoils, turbomachinery flows, and flapping wings.

The time-spectral method based on the discrete Fourier transform has been implemented in the past in parallel by assigning each time instance to an individual processor. In this work, simple implicit solvers such as block-Jacobi and Gauss-Seidel where initially employed but were found to produce slow convergence. Therefore, a Newton solution strategy was adopted, where a Generalized Minimal Residual method (GMRES) was used to solve the linear system at each Newton step, and the aforementioned linear iterative solvers were used as preconditioners for GMRES. Examining different preconditioning strategies, an approximate factorization (AF) scheme which solves the temporal and spatial components in two successive steps was found to be the most efficient approach overall, particularly for problems with large numbers of harmonics and/or high reduced frequency. However, the cost of all these methods scales as $O(N^2)$ where $N$ denotes the number of time instances, due to the fully coupled nature of the time-spectral discretization. When implemented in parallel, using one time instance per processor, the wall-clock time of these methods scales as $O(N)$ due to the $O(N^2)$ communication.

Recently, the time-spectral method based on a fast Fourier transform has been implemented in parallel to reduce the cost of computations and wall-clock time from $O(N)$ for each processor to $O(\log_2 N)$. The AF algorithm was used to separate the spatial and temporal parts of the discrete equations in order to transform the temporal part to the frequency domain using the FFT. This was done to take advantage of the fact that spectral matrices and their derivatives are strictly diagonal in the frequency domain, therefore the system of equations reduces to $N$ decoupled equations.

In this paper, we seek further improvements in efficiency and scaling through the addition of GMRES. The FFT-based implementation of the approximate factorization scheme is reformulated as a preconditioner for GMRES, which is used in turn to solve the fully coupled space-time system at each non-linear step in the Newton method. The implementation is parallel in time, where each time instance is associated with a different processor or subset of processors.

In the following sections, first the governing equations and the base solver are presented, then the necessary parts of the time-spectral discretization based on the DFT and the FFT are shown including their parallel implementation. Subsequently, a brief explanation of two linear solvers, AF and GMRES is given. In this section, it is explained how the FFT-based AF is used as the preconditioner for GMRES. Then, the results for solving a pitching airfoil problem using the FFT-based time-spectral method for even and odd numbers of time instances are shown in comparison to the solution of the same problem using the DFT-based time-spectral method. Finally, the prospect for further improvements in the overall solver are also discussed.

## II. Mathematical Formulation

### A. Spatial Discretization

The integral form of the Euler equations for inviscid compressible flow over a moving control volume in two dimension can be written as:

$$
\int_{\Omega(t)} \left( \frac{\partial U}{\partial t} \right) dV + \int_{\partial \Omega(t)} (F(U) \cdot \vec{n}) dS = 0
$$

in which $\Omega(t)$ is the control volume $U$ is the vector of conserved quantities, $F(U)$ is the conserved flux, $\vec{n}$ is the normal vector of each edge and and $S$ is the surface of each edge. The left hand side of equation (1) can be written as follows:
\[
\frac{\partial}{\partial t} \int_{\Omega(t)} U dV = \int_{\Omega(t)} \frac{\partial U}{\partial t} dV + \int_{\partial \Omega(t)} U(\dot{x}, \vec{n})
\]
where \(\dot{x}\) is the velocity of each edge which varies with time. Equation (1) then can be represented as:

\[
\frac{\partial}{\partial t} \int_{\Omega(t)} U dV + \int_{\partial \Omega(t)} (F(U) - U \dot{x}) \cdot \vec{n} dS = 0
\]

(3)

The spatial part of the above equation can be illustrated as:

\[
R(U, \dot{x}, \vec{n}) = \int_{\partial \Omega(t)} (F(U) - U \dot{x})
\]

(4)

where \(U\) is assumed to be a cell centered variable. Therefore, equation (3) is then given as follows:

\[
\frac{\partial (UV)}{\partial t} + R(U, \dot{x}, \vec{n}(t)) = 0
\]

(5)

In this equation, \(R\) contains the integrated convective fluxes in arbitrary Lagrangian-Eulerian (ALE) form and represents the spatial discretization, while \(V\) denotes the cell volume. In this work we employ a second-order accurate cell-centered discretization with added artificial dissipation on unstructured triangular meshes similar to that used in previous work.\[10,12\]

B. Time-Spectral Method

Using the time-spectral method for temporal differentiation achieves spectral accuracy in time. This differentiation can be implemented in two ways that will be explained briefly in the following sections.

1. Discrete Fourier Transform Implementation

The discrete Fourier transform (DFT) of a temporally periodic variable, \(U\), with the period \(T\) converts a sequence of samples in the time domain into the frequency domain and can be written as:

\[
\hat{U}_k = \frac{1}{N} \sum_{n=0}^{N-1} U^n e^{-i k n \Delta t \frac{\pi}{T}}
\]

(6)

where \(N\) is the number of samples in the time domain, \(k\) is the frequency or wave number, and \(\Delta t = T/N\). The original samples in the time domain can be recovered by the inverse discrete Fourier transform as:

\[
U^n = \sum_{k=-N/2}^{N/2} \hat{U}_k e^{i k n \Delta t \frac{\pi}{T}}
\]

(7)

Taking the derivative of \(U^n\) with respect to \(t\) in equation (7), the derivative becomes:

\[
\frac{\partial}{\partial t} U^n = \frac{2\pi}{T} \sum_{k=-N/2}^{N/2} ik \hat{U}_k e^{i k n \Delta t \frac{\pi}{T}}
\]

(8)

The time-derivative formulation is most easily constructed when all the terms in the above equation are written in the time domain. Therefore, equation (6) is used to substitute \(\hat{U}_k\), in the above equation. Finally, the derivative of \(U\) with respect to time is obtained as:

\[
\frac{\partial U^n}{\partial t} = \sum_{j=0}^{N-1} d^n_j U^j
\]

(9)

in which

\[
d^n_j = \frac{2\pi}{T} \frac{1}{2} (-1)^{n-j} \cot(\frac{\pi(n-j)}{N}) \quad \text{if } n \neq j
\]

\[
0 \quad \text{if } n = j
\]

(10)
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for an even number of time instances and
\[
\begin{cases}
    d_n^j = \frac{2\pi}{T} \frac{1}{2} (-1)^{n-j} \csc\left(\frac{\pi(n-j)}{N}\right) & \text{if } n \neq j \\
    0 & \text{if } n = j
\end{cases}
\]  
\hspace{1cm} (11)

for an odd number of time instances. By substituting this derivative into equation (6), the discretized governing equations reduce to a coupled system of \(N\) equations for \(N\) different time instances:
\[
\sum_{j=0}^{N-1} d_n^j U^j V^j + R(U, \dot{x}, \ddot{u}(t)) = 0 \quad n = 0, 1, 2, ..., N - 1
\]  
\hspace{1cm} (12)

The time-spectral method affects only the temporal part of these equations while the spatial discretization part remains unchanged. Additionally, in order to implement equation (12) in parallel, each time instance \(n\) is assigned to an individual processor. Therefore, \(N\) processors are needed to solve the entire time-spectral system. Since, each processor needs information from all other processors at each iteration (assuming no parallelism in the spatial domain for this argument), \(O(N^2)\) communication takes place between the \(N\) processors.

2. Fast Fourier Transform Implementation for Even Numbers of Samples

For data sets with power of 2 numbers of samples, while the discrete Fourier transform of a variable with \(N\) samples requires \(O(N^2)\) operations, the same result can be achieved with only \(O(N \log_2 N)\) operations using the fast Fourier transform (FFT). The difference is significant especially for large numbers of time instances [15,16]. The idea is that the discrete Fourier transform of length \(N\) can be written as the sum of two discrete Fourier transforms of length \(N/2\), in which the first consists of all even numbered time instances, and the second comprises all odd numbered time instances. This splitting into odd and even groups is applied recursively until the length of the final subdivision is one. For \(N\) samples, \(\log_2 N\) divisions are required and in each division \(N\) operations take place. Therefore, the total cost will be \(O(N \log_2 N)\). In each level the Fourier transform is computed as:
\[
\hat{U}_k = \frac{1}{N} \sum_{n=0}^{N-1} U^{2n} e^{-ik2n\Delta t \frac{2\pi}{T}} + \frac{1}{N} \sum_{n=0}^{N-1} U^{2n+1} e^{-ik(2n+1)\Delta t \frac{2\pi}{T}}
\]  
\hspace{1cm} (13)

In other words:
\[
\hat{U}_k = \text{even-indexed part} + W^k \text{odd-indexed part}
\]  
\hspace{1cm} (14)

where:
\[
W = e^{-i\frac{2\pi}{T}}
\]  
\hspace{1cm} (15)

Successive subdivision of the samples into odd and even parts changes the order in which the samples must be considered. This is illustrated in Figure [1] for a recursive subdivision of \(N = 8\) samples. The Danielson-Lanczos lemma provides a method to find the odd-even reordering pattern of each sample [15,16]. Letting the samples be denoted as \(U^n\), the lemma shows that the new ordering is obtained by bit-reversal of the original sample index \(n\) as shown in Figure [1].

In order to take the derivative of \(U\) with respect to time we make direct use of equations (6) and (8). The forward FFT is applied to the variable \(U^n\) and the obtained \(\hat{U}_k\) is multiplied by its corresponding \(ik\) in which \(i\) is the imaginary unit and \(k\) is the corresponding frequency. Next, the inverse FFT (IFFT) is applied to the results of this multiplication. The result is the exact evaluation of equation (9) at a reduced cost afforded by the use of the FFT.

In order to implement the FFT in parallel, similar to the DFT parallel implementation, each time instance is assigned to an individual processor. The difference is that the FFT divides the calculations into \((\log_2 N)\) levels and in each level, each processor requires the information of just one other processor to calculate its own portion of the sequence. Therefore, \(O(N)\) communication takes place at each level and hence the total amount of communications will be \(O(N \log_2 N)\). In a traditional FFT implementation, the data is reordered according to the bit-reversal pattern either at the start or the end of the algorithm [15,16]. For a
parallel FFT implementation of a time-spectral discretization, this implies significant communication, since the entire spatial grid data from each time instance on a given processor would need to be transferred to the corresponding bit-reversed processor location. However, since the time-spectral implementation always requires the application of a forward Fourier transform, followed by an inverse Fourier transform, as described in equations (6) and (8), the samples are brought back to the time domain afterwards via the inverse FFT and the reordering phase is not required. Rather, all that is required is the specification of the appropriate frequency $k$ on each processor prior to the application of the IFFT, and the knowledge of the address of each processor to which communication must be done at each level in the FFT and IFFT process. These frequency values and processor addresses can easily be computed locally without the need for any additional communication. At each level of the FFT and IFFT, pairwise communication between processors occurs and the total volume of communication is the same for all levels. However, the pattern of communication varies for each level, as shown in Figure 2 for the case of the forward FFT with no data reordering. Application of the forward FFT corresponds to traversing the levels in Figure 1 from the bottom up. Thus in the first level, each processor must communicate with its neighbor in the bit-reversal ordering, which corresponds to a distant processor address in the original ordering. On the other hand, in the final level of the FFT, each processor communicates with its nearest neighbor in the original ordering. This widely varying communication pattern at each level can have significant effects on the achieved bandwidth for modern multi-core distributed memory computer architectures, as will be shown in the results section.
3. Fast Fourier Transform Implementation for Odd Numbers of Samples

It is well known that time-spectral solutions using even numbers of samples perform suboptimally compared to time-spectral solutions using odd numbers of samples\cite{12,13,14} thus alternative FFT implementations that are not restricted to power 2 numbers of samples must be considered. For data sets with power of 3 numbers of samples, similar results can be achieved by using the FFT-base 3 instead of the DFT, in which the number of operations reduces from $O(N^2)$ to $O(2N \log_3 N)$. This implementation results in significant gains in computational efficiency particularly for large numbers of time instances $N$. The idea is that the discrete Fourier transform of length $N$ can be written as the sum of three discrete Fourier transforms of length $N/3$. In these summations the first term consists of all samples with $3n$ indices, the second term consists of all samples with $3n + 1$ indices, and the last term contains the rest of the samples with $3n + 2$ indices. This subdivision is applied recursively until the length of the final individual sets is one. Similar to the FFT with even number of samples, the ordering of samples after recursive subdivision can be found by trit-reversing (in base 3) the index $n$ of the samples.

For $N$ samples, $\log_3 N$ divisions are required and in each division $2N$ operations take place. Therefore, the total cost will be $O(2N \log_3 N)$. In each level the Fourier transform is computed as:

$$
\hat{U}_k = \frac{1}{N} \sum_{n=0}^{\log_3 N - 1} U^{3n} e^{-ik3n\Delta t \frac{2\pi}{N}} + \frac{1}{N} \sum_{n=0}^{\log_3 N - 1} U^{3n+1} e^{-ik(3n+1)\Delta t \frac{2\pi}{N}} + \frac{1}{N} \sum_{n=0}^{\log_3 N - 1} U^{3n+2} e^{-ik(3n+2)\Delta t \frac{2\pi}{N}}
$$

(16)

Similar to even numbers of samples, the same steps are done for taking the derivative of $U$ with respect to time. The parallel implementation is done with the difference that FFT-base 3 implementation divides the calculations into $(\log_3 N)$ levels and in each level, each processor requires the information of two other processors to calculate its own portion of the sequence. Therefore, $O(2N)$ communication takes place at each level and hence the total amount of communications will be $O(2N \log_3 N)$. Moreover, for the same reason that has been explained in the previous section, the samples do not require reordering prior to or after application of the FFT. Thus by tagging an appropriate rank to each processor, the extra cost of communication due to exchanging data for reordering can be avoided. The processor rank in this case can be obtained by trit reversing the original rank of the processor.

For both even and odd number of time instances, since both inputs and outputs are real, in order to further increase the speed of the code we can use optimization for real valued samples. As has been used in our previous work\cite{11} it is possible to treat $N$ real data as $N/2$ numbers of complex data. By splitting the $N$ real input data and putting the first half of the data set into the real locations of the FFT and the second half into the imaginary locations of a $N/2$ set of complex numbers, the size of the input as well as the cost of the FFT derivative subroutine can be reduced substantially. Theoretically, this splitting trick can yield a factor of 2 decrease in communication and computational cost.

C. Approximate Factorization Algorithm

The above sections focus on the computation of the time-spectral derivative, which corresponds to the evaluation of the temporal part of the residual operator. While this is sufficient for explicit in time TS solvers, a more effective solution technique is required for problems with large numbers of time instances and/or high reduced frequencies\cite{12,13,14}.

Adding a pseudo-time term to the left hand side of equation (12) and linearizing by the Newton-Raphson approach, equation (12) yields:

$$
[A] \Delta U = -Res(U, \dot{x}, \ddot{u}(t)) = - \sum_{j=0}^{N-1} d^j_i U_j V^j - R(U, \dot{x}, \ddot{u}(t))
$$

(17)

where $Res$ is the total residual of the time-spectral space-time system and

$$
[A] = \left[ \frac{V}{\Delta \tau} + J + V [D_{TS}] \right]
$$

(18)

is the complete time-spectral Jacobian matrix. Here $\Delta \tau$ denotes the pseudo-time step, $J$ refers to the Jacobian of the spatial discretization, and $[D_{TS}]$ corresponds to the matrix of the time-spectral coefficients.
as defined in equation (12). Approximate factorization is an efficient algorithm that factors the Jacobian into the following form:

\[ A \approx [I + \Delta \tau D_{TS}][V_{\Delta \tau}I + J] \] (19)

which separates the contribution of the spatial and temporal parts in the Jacobian. This algorithm is implemented in two steps. In the first step, the spatial matrix is solved to find an intermediate value \( \Delta \Delta U \):

\[ \Delta \Delta U = [V_{\Delta \tau}I + J]^{-1}(-Res(U, \dot{x}, \vec{n}(t))) \] (20)

This can be achieved using any existing direct or iterative solver previously implemented for steady-state problems. In this work we employ a simple block Jacobi iterative solver. In the second step, using the previously computed intermediate value, the temporal matrix is inverted to find \( \Delta U \):

\[ \Delta U = [I + \Delta \tau D_{TS}]^{-1}\Delta \Delta U \] (21)

When solving this part of the equation using the DFT approach, the spectral matrix is usually inverted or factorized directly. However, for the FFT implementation, by transferring the equation to the frequency domain, the spectral matrix becomes diagonal and subsequently the system of coupled equations changes to \( N \) decoupled equations. Therefore, the \( \hat{\Delta}U_k \) is calculated as:

\[ \hat{\Delta}U_k = \frac{1}{1 + ik\omega \Delta \tau}(\Delta \Delta \hat{U}_k) \] (22)

where \( i \) is the imaginary unit and \( \omega \) is the angular frequency (\( \omega = 2\pi/T \)). Next \( \hat{\Delta}U_k \) is transferred back to the time domain by use of the inverse fast Fourier transfer (IFFT) to obtain \( \Delta U \).

If the inversion of both spatial and temporal Jacobian matrices in the AF scheme is exact, the order of solving these two parts does not affect the result. In this paper, first the spatial part is solved using block-Jacobi to find the intermediate value. Subsequently, the temporal component is solved based on the previously obtained intermediate value. This algorithm is not exact and includes an error which is given as \( \Delta \tau JD_{TS} \). By choosing a small \( \Delta \tau \) the error can be reduced although the system must be solved iteratively.

**D. Generalized Minimal Residual Method**

Although the approximate factorization scheme is relatively effective and can be implemented efficiently using an FFT approach as described above, this scheme still suffers from the requirement of using a small pseudo-time step or CFL number due to the limitations of the factorization error incurred by the scheme. Following previous work, one way to overcome these limitations is to use the approximate factorization scheme as a preconditioner for a GMRES solver within the context of a Newton-Krylov method. In this approach, the entire non-linear space-time system of equations resulting from the time-spectral method is linearized and solved using this Newton method. The linear system arising at each step of the Newton solution procedure is solved using the GMRES approach with the approximate factorization-FFT solver used as a preconditioner. The flexible GMRES algorithm that allows an iterative method as a preconditioner has been described by Saad and shown here in Algorithm 1.
Algorithm 1: FGMRES

1. Given $Ax = b$
2. Compute $r_0 = b - Ax_0$, $\beta = \|r_0\|$ and $v_1 = \frac{r_0}{\beta}$
3. for $j = 1, \ldots, n$ do
4. compute $z_j = P^{-1}v_j$
5. compute $w = Az_j$
6. for $i = 1, \ldots, j$ do
7. $h_{i,j} = (w, v_i)$
8. $w = w - h_{i,j}v_j$
9. end for
10. Compute $h_{j+1,j} = \|w\|_2$ and $v_{j+1} = \frac{w}{h_{j+1,j}}$
11. Define $Z_m = [z_1, \ldots, z_m]$, $H_m = h_{i,j}1 \leq i \leq j; 1 \leq j \leq m$
12. end for
13. Compute $y_m = \text{argmin}_y \|\beta e_1 - H_m y\|_2$ and $x_m = x_0 + Z_m y_m$
14. if satisfied Stop, else set $x_0 = x_m$

In the given algorithm, $A$ is the time-spectral Jacobian matrix that includes both the temporal and spatial parts, as defined in equation (18). The pseudo-time step term may or may not be included in $A$. $b$ corresponds to the negative sign of the non-linear time-spectral residual and $x$ is the non-linear update of $\Delta U$. The FFT-AF scheme is applied in line 4 of the algorithm as the preconditioner. In this case a pseudo-time step must be applied to guarantee the diagonal dominance of the system and to limit the AF factorization error. Also, Given’s rotation is used in order to solve the minimization problem in line 13 of the algorithm.

Aside from the pseudo-time term in the preconditioner, another pseudo-time step is used in the GMRES algorithm. Unlike the constant pseudo-time step inside the approximate factorization, the GMRES pseudo-time step is allowed to grow as the non-linear residual decreases. Therefore, two CFL values are involved in this algorithm. The first is used in the calculation of pseudo-time step of $A$, which is used in the FGMRES algorithm and is increased to a very large value so that quadratic convergence of the non-linear problem can be achieved. The second, which is constant and always smaller than or equal to the first one is used to manage the factorization error and guarantee diagonal dominance in the preconditioner (FFT-AF). The pseudo-time step in the FGMRES algorithm grows rapidly so that an exact Newton method can be recovered after several orders of magnitude decrease in the non-linear residual, provided the linear system is solved exactly. However, for efficiency reasons, we generally employ an inexact Newton approach where the linear system is only solved approximately, as discussed in the next section.

### III. Computational Results

The problem being studied consists of the inviscid flow over a pitching NACA0012 airfoil at a Mach number of 0.755 and a mean incidence angle of $\alpha_0 = 0.016$. The pitching motion is prescribed about the quarter chord of the airfoil with the following formula:

$$\alpha(t) = \alpha_0 + \alpha_A \sin(\omega t)$$

in which the reduced frequency is 0.1628 and the pitching amplitude $\alpha_A$ is equal to 2.51. This test case corresponds to the AGARD test case No.5. The periodic solution is obtained with various numbers of time instances on an unstructured spatial mesh of 15573 triangles, as shown in Figure 3(a). The airfoil pitching motion is prescribed as a solid body rotation applied to the entire mesh. The contours of Mach number computed using the time-spectral solution with 64 time instances at a given location in time are shown in Figure 3(b).

In a first set of runs, the performance of the approximate-factorization (AF) scheme used directly as an iterative solver for the time-spectral problem is examined. In this and all subsequent cases, an iteration of the AF scheme includes 20 block Jacobi sweeps to approximately invert the spatial factor, followed by the direct inversion of the time-spectral factor. Figures 4 and Figures 5 depict the convergence rates of the DFT.
and FFT-based AF implementations for even and odd numbers of time instances. As expected, the DFT and the FFT implementations result in identical convergence rates as measured by the computed residuals at each iteration. However, when measured in terms of wall-clock time, the FFT solver is significantly more efficient than the DFT based solver. This is illustrated in Figures 6 and 7 where the wall-clock time to achieve a fully converged solution is plotted versus the number of time instances used in the time-spectral discretization for even and odd numbers of time instances, respectively. For even numbers of time instances the code was run for \( N \) equal to different powers of 2 up to 2048, and for odd numbers of time instances the code was run for \( N \) equal to different powers of 3 up to 2187. These figures demonstrate the significant efficiency gains of the FFT based method over the DFT based method, noting that the FFT approach is more efficient even for low values of \( N \), as seen in Figures 6(b) and 7(b).

The performance of the GMRES/AF scheme is examined next. In this case, the full space-time non-linear system is solved using a Newton-Krylov approach, using the previous FFT-based AF scheme as a preconditioner for GMRES. Figure 8 compares the non-linear convergence obtained by the GMRES/AF scheme versus that produced by the AF scheme used directly as a solver, for a case using 8 time instances, and for a case using 1024 time instances. In both cases, convergence is plotted as the L2 norm of the space-time residual versus the number of iterations for the AF solver, and versus the number of Krylov vectors for the GMRES/AF scheme, since in the latter case the cost of a Krylov vector is roughly equivalent to an iteration of the AF scheme. As seen from these results, using the AF scheme as a preconditioner for GMRES results in significantly faster convergence than using the AF scheme directly as a solver, requiring 4 to 5 times fewer iterations or Krylov vectors to reach the final convergence tolerance.

In these results, the same CFL value is used for the AF scheme when used either as a solver or as a preconditioner for GMRES. On the other hand, for the GMRES/AF scheme, the CFL in the Newton linearization used for GMRES is increased at each nonlinear iteration using a simple geometric progression, and reaches a maximum of \( 10^{15} \) after roughly 10 non-linear iterations. At each non-linear iteration, multiple Krylov vectors are used in the GMRES algorithm in order to solve the resulting linear system. An important consideration for the overall efficiency of the solver is the determination of the precision to which the linear system is solved at each non-linear step in the GMRES algorithm. In the previous results, the linear system solution tolerance was set to 0.1, based on the experience and recommendations from previous work.

This effect of the linear system solution tolerance is studied in more detail for this case in Figure 9 where the same problem using 256 time instances has been solved using tolerances of 0.5, 0.1 and 0.01. In this figure, the L2 norm of the space-time residual is plotted versus the number of Krylov iterations for all three cases. Figures 10, 11 and 12 provide more detail for each case by showing the residual convergence in terms of non-linear updates, the number of Krylov vectors at each non-linear update, and the CFL evolution as a function of non-linear updates. For this case, the linear tolerance of 0.5 is the most efficient, achieving full convergence in approximately 2000 Krylov vectors compared to over 2800 Krylov vectors for the case using the lowest linear system tolerance of 0.01, and with the tolerance case of 0.1 falling in between these two cases. As seen from Figures 10, 11 and 12, the tighter linear tolerance cases result in fewer non-linear iterations overall, but this must be balanced by an increase in the number of Krylov vectors required at each non-linear step in order to satisfy the prescribed linear system solution tolerance. Figure 13 compares the required wall-clock time to solve the same problem using different numbers of time instances for the three values of the linear system tolerance. This plot shows that the wall-clock time for linear tolerance settings of 0.5 and 0.1 are similar for small numbers of time instances, where they are both lower than the time required by the smallest tolerance case of 0.01. However, for larger numbers of time instances, the wall-clock time required for the linear tolerance case of 0.1 is the lowest of all three cases. Therefore, the linear system tolerance is set to 0.1 for the remainder of the cases presented in this paper, since this represents the best compromise between consistent convergence behavior and efficiency over a wide range of test cases.

Figure 14 compares the wall-clock time required to converge the pitching airfoil problem for various numbers of time instances using the GMRES/AF scheme and the AF scheme alone. The wall-clock time is plotted versus the log of the number of time instances, and for both schemes, the wall-clock time varies roughly linearly with the log of the number of time instances, at least up to \( N = 1024 \). This is the expected behavior, since the FFT scheme, which dominates the cost of either solver scales as \( O(\log N) \). However, the GMRES/AF scheme is seen to be consistently 4 to 5 times more efficient than the AF scheme alone over the entire range of the number of time instances up to \( N = 2048 \).

To further illustrate the efficiency of the current approach, Figure 15 plots the required wall-clock time for the solution of the same problem versus the number of time instances for the GMRES/AF solver implemented
using the FFT approach and the DFT approach. This latter case corresponds closely to the solution scheme reported in references [4, 22] and the current approach shows significant improvement over the DFT approach, particularly for large numbers of time instances where up to two orders of magnitude improvement in the wall-clock time can be obtained.

Figure 16 compares the wall-clock time versus the number of time instances for different reduced frequencies using either the FFT-based GMRES/AF solver or the FFT-based AF solver alone. This plot indicates that the performance of both solvers is relatively insensitive to the reduced frequency of the problem while the GMRES/AF solver retains a factor of 4 or more speed-up compared to the AF solver.

To further study the behavior of the GMRES/AF solver, the portion of wall-clock time due to the computation and communications phases of the solver are examined. In this case, there is no spatial partitioning, and each time instance runs on a single individual processor or core. Thus the majority of the communication occurs in the FFT routines. These are invoked in the computation of the time-spectral residual evaluation, and also in the time-spectral portion of the Jacobian-vector product that occurs in the GMRES routine. Additionally, solution of the approximate factorization problem in the preconditioner involves the use of the FFT routines. Finally, additional communication is required in the GMRES routine for forming inner products over Krylov vectors which span all time instances. Figure 17 depicts the total wall-clock time, as well as the time due to communication and computation, versus the logarithm of the number of time instances. As the costs are dominated by the FFT algorithm, both communication and computation time are expected to scale as $O(\log N)$. This trend is observed approximately, although the costs increase more rapidly for larger numbers of time instances. This is attributed to a slight growth in the number of Krylov vectors required for the solution of cases above $N = 512$.

To examine the performance of the solver in more detail, the parallel FFT routine is isolated and the wall-clock time for communication and computation parts are monitored. Figure 18 shows the same plot for the parallel FFT routine alone. This figure shows that the computation component of the FFT scales optimally as $\log(N)$, whereas the communication component grows faster than $\log(N)$, particularly for higher processor counts. Referring back to Figure 2, the communication time required for the first and last level in the parallel FFT routine are compared in Figure 19 as a function of the number of time instances or processors $N$. Keeping in mind that both levels involve the same volume of communication data but across significantly different communication schedules, the increase in time for the first level can be attributed to the non-local nature of the communication, as illustrated in Figure 2. These results were run on the NCAR-Wyoming Yellowstone supercomputer, for which the intra-node communication bandwidth has been measured to be 60GBps, while the peak one-way network speed (inter-node) is about 6GBps. Note that the communication time for both levels is nearly identical for $N = 16$, when all MPI ranks are within a single shared memory node. Thus, the additional communication time of the first level of the FFT routine for cases with more than 16 time instances can be attributed to the non-local nature of this schedule, which results in increased inter-node versus intra-node communication as $N$ increases.

### IV. Conclusion and Future Work

In this work, we have developed a parallel FFT-based approximate factorization scheme for time-spectral problems that scales as $O(N\log N)$, where $N$ denotes the number of time instances. This FFT-based AF scheme can be used either directly as a solver, or as a preconditioner for a GMRES linear solver, within the context of a Newton-Krylov approach applied to the complete space-time time-spectral non-linear problem. When used as a preconditioner for the Newton-Krylov approach, the GMRES/AF scheme is consistently and significantly more efficient than the AF scheme alone. Furthermore, the GMRES/AF scheme delivers convergence rates that are insensitive to the number of time instances and to the reduced frequency of the problem. The overall solver performance can be more than an order of magnitude more efficient than previous DFT-based implementations which scale as $O(N^2)$, allowing for the effective solution of time-spectral problems using large numbers of time instances. Future work will investigate the effect of mesh resolution on the performance of the GMRES/AF solver as well as the extension of the solver to three-dimensional problems with different spatial discretizations.
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