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This paper covers progress in developing and applying high-order accurate discretizations based on the Discontinuous Galerkin approach to aerodynamic applications. The paper concentrates on various specific areas including discretization of diffusion terms, shock capturing, and multigrid solution methods. The development of a fully conservative Arbitrary Lagrangian Eulerian formulation which obeys the Geometric Conservation Law while maintaining the design order of accuracy of the static mesh discretization is also presented. Additionally, adjoint-based sensitivity analysis for design optimization as well as error estimation and adaptive control is demonstrated. Finally, prospects for future advancements and efficiency gains over traditional finite volume methods are discussed in a concluding section.

I. Introduction

While numerical simulation capabilities for engineering analysis and design have been constantly advancing over the last 50 years, there is a perception that over the last decade these capabilities have been maturing, particularly in the areas of high-fidelity multi-physics problems of relevance to the aerospace industry. Most recently, engineering simulation capabilities have advanced principally as a result of improvements in computer hardware capabilities, and the increased problem sizes (grid resolution, temporal resolution, additional physics) these enable, as opposed to fundamental advances in algorithmic capabilities. However, it is generally acknowledged that discretization errors constitute one of the dominant error sources in most current-day simulations, and adequate resolution of these error sources often remains largely intractable due to the wide range of spatial and temporal scales which must be resolved in most complex engineering simulations. As an example, the AIAA sponsored Drag Prediction Workshop series has identified spatial discretization error as a dominant error source for steady-state aerodynamic drag calculations, in spite of an order of magnitude growth in the sizes of the grids employed in the workshop series over the last decade.1–4 Furthermore, the generation of ever finer meshes, with some calculations using from $10^8$ to $10^9$ grid points,
is taxing the capability of current mesh generation tools, while at the same time, the drive to massively parallel multi-core computer architectures (with the advent of large installations comprising in excess of 100,000 cores) is slowing the adoption of larger problem sizes, due to scalability issues.

The difficulties in reducing discretization errors through extensive grid refinement with current technology can be seen by examining the asymptotic properties of second-order accurate discretizations. For such schemes, doubling the mesh resolution in each direction in three dimensions results in an eight-fold increase in computational work, but only delivers a four-fold reduction in error. While adaptive meshing techniques can be used to enhance the accuracy of a low-order scheme, these methods can only yield a constant factor of improvement over the non-adaptive case, and once the optimal mesh resolution has been achieved, further increases in accuracy can only be obtained through global refinement with the same asymptotic properties as those discussed above.

On the other hand, the use of high-order methods offers the possibility of changing the asymptotic relation between error and resolution. As illustrated in Figure 1, the more rapid decrease in discretization error with mesh resolution for a fourth-order method compared to a second-order method ensures that the higher-order method will ultimately become the method of choice as the accuracy requirements are made more stringent. Furthermore, additional increases in accuracy and efficiency can be obtained through the use of adaptive techniques applied to high order methods, and these have been shown to deliver optimal (exponential) error reduction when used in the context of h-p refinement techniques. Thus, the use of high-order discretizations with h-p adaptive techniques offers the possibility of delivering revolutionary improvements in simulation fidelity. These advantages are compounded by the high degree of scalability on massively parallel computers achieved by high-order methods with compact stencils, such as the Discontinuous Galerkin approach.

On the other hand, high-order methods have not made significant in-roads for complex engineering simulation problems. This may be partly attributed to the difficulties associated with treating complex geometries, issues involved in resolving discontinuities, robustness of the methods, and efficiency of the solvers for steady-state and time-implicit problems. However, recent developments in high-order methods have brought these techniques to the level where we believe they may be applied effectively to complex engineering problems in the near future. While early high-order spectral methods were only applicable to simple configurations, the growing popularity of spectral element and more recently discontinuous Galerkin and spectral volume and difference methods has shown how high-order methods can be applied to complex configurations. However, many of these methods were originally conceived for hyperbolic problems, and their extension to diffusion problems has proved to be non-trivial. For solutions involving discontinuities such as shock waves or slip lines, both limiting procedures as well as artificial dissipation approaches have been developed to enable smooth capturing of discontinuous profiles, although it remains unclear how robust and efficient these different approaches may be for complex geometries. While the initial development of high-order methods has concentrated on the solution of wave-like phenomena where spatial and temporal scales are closely related, and explicit time-stepping schemes remain the method of choice for many engineering applications implicit time-stepping schemes are required, which in turn require the efficient solution of complex non-linear problems at each time step. Recent advances in this area have been demonstrated, for example using h-p multigrid schemes for steady-state and time-implicit problems. The formulation of high-order methods in arbitrary Lagrangian-Eulerian (ALE) form has also received relatively little attention in the literature although this will become an important consideration for important applications such as aeroelasticity. Finally, the use of adaptive methods, for low or high order methods, has traditionally been hampered by the availability of reliable error estimation criteria to drive the adaptive process. Recent developments in goal-oriented error estimation procedures using adjoint techniques have shown promise in this area although the practical application of these methods to high-order discretizations using combined h-p adaptation on complex three dimensional geometries remains relatively unexplored.

In this paper, we outline some of the advances made in these various areas in our research group, which over time, are contributing to the emergence of a practical high-order DG methodology applicable to industrial aerospace problems. This paper provides a broad overview of various of these techniques, and the
Figure 1. Illustration of asymptotic behavior of numerical error for a second-order and fourth-order accurate scheme as a function of grid resolution. The higher-order scheme may incur more error on coarse grids (and be more computationally expensive) but eventually surpasses the low order scheme as the mesh resolution is increased. The location of this cross over point determines which scheme is most suitable for the desired accuracy level.

The reader is referred to the literature for a more in-depth description of each particular approach.

II. Discretization

A. Euler equations

Discontinuous Galerkin discretizations were originally devised for hyperbolic equations\textsuperscript{8–11} and their application to the Euler equations is now relatively straightforward. The principal choices to be made include the selection of a set of basis functions which spans the polynomial space required for high-order accuracy, the specification of appropriate quadrature rules for numerical integration, and the selection of a numerical flux function to be used for resolving the discontinuous solution at inter-element boundaries.

The conservative form of the compressible Euler equations describing the conservation of mass, momentum and total energy are given in vectorial form

$$\frac{\partial U(x,t)}{\partial t} + \nabla \cdot F(U) = 0$$  \hspace{1cm} (1)

subject to appropriate boundary and initial conditions within a three-dimensional domain $\Omega$. Explicitly, the state vector $U$ of the conservative variables and the Cartesian components of the inviscid flux $F = (F^x, F^y, F^z)$ are given as:

$$U = \begin{pmatrix} \rho \\ \rho u \\ \rho v \\ \rho w \\ E_t \end{pmatrix}, \quad F^x = \begin{pmatrix} \rho u \\ \rho u^2 + p \\ \rho u v \\ \rho u w \\ u(E_t + p) \end{pmatrix}, \quad F^y = \begin{pmatrix} \rho v \\ \rho u v \\ \rho v^2 + p \\ \rho v w \\ v(E_t + p) \end{pmatrix}, \quad F^z = \begin{pmatrix} \rho w \\ \rho u w \\ \rho v w \\ \rho w^2 + p \\ w(E_t + p) \end{pmatrix},$$  \hspace{1cm} (2)

where $\rho$ is the fluid density, $(u, v, w)$ are the fluid velocity Cartesian components, $p$ is the pressure and $E_t$ is the total energy. For an ideal gas, the equation of state relates the pressure to total energy by:
\[ p = (\gamma - 1) \left[ E_i - \frac{1}{2} \rho (u^2 + v^2 + w^2) \right] \]  

where \( \gamma = 1.4 \) is the ratio of specific heats.

The weak formulation for Eq. (1) is obtained by minimizing the residual with respect to the expansion function in an integral sense:

\[ \int_{\Omega_k} \phi_i \left[ \frac{\partial U_p(x,t)}{\partial t} + \nabla \cdot \mathbf{F}(U_p) \right] d\Omega_k = 0 \]  

After integrating by parts the weak statement of the problem becomes:

\[ \int_{\Omega_k} \phi_i \frac{\partial U_p}{\partial t} d\Omega_k - \int_{\Omega_k} \nabla \phi_i \cdot \mathbf{F}(U_p) d\Omega_k + \int_{\partial \Omega_k} \phi_j \mathbf{F}^*(U_p) \cdot \mathbf{n} d(\partial \Omega_k) = 0 \]  

The computational domain \( \Omega \) is partitioned into an ensemble of non-overlapping elements and within each element the solution is approximated by a truncated polynomial expansion

\[ U(x,t) \approx U_p(x,t) = \sum_{j=1}^{M} u_j(t) \phi_j(x) \]  

where \( M \) is the number of modes defining the truncation level. This semi-discrete formulation (i.e. continuous in time) employs a discontinuous Galerkin formulation in spatial variables within each element \( \Omega_k \).

The local discontinuous Galerkin approach makes use of element-based basis functions, which results in solution approximations which are local, discontinuous, and doubled valued on each elemental interface. Monotone numerical fluxes are used to resolve the discontinuity, providing the means of communication between adjacent elements and specification of the boundary conditions. The numerical flux, \( \mathbf{F}^*(U_p) \cdot \mathbf{n} \), is obtained as a solution of a local one-dimensional Riemann problem and depends on the internal interface state, \( U_p^+ \), the adjacent element interface state, \( U_p^- \) and the orientation as defined by the normal vector, \( \mathbf{n} \), of the interface. An approximate Riemann solver is used to compute the flux at inter-element boundaries. Current implementations include the flux difference splitting schemes of Rusanov,\(^{29}\) Roe,\(^{30}\) HLL,\(^{31}\) and HLLC.\(^{32-34}\)

The discrete form of the local discontinuous Galerkin formulation is defined by the particular choice of the set of basis functions, \( \{ \phi_i, i = 1 \ldots M \} \). The basis set is defined on the master element \( \Xi(\xi, j = 1 \ldots 3) \) spanning between \( \{-1 < \xi_j < 1\} \). We seek a set of hierarchical basis functions in order to simplify our subsequent spectral multigrid implementation. The basis set contains vertex, edge and bubble functions\(^{6,35}\) based on Jacobi polynomials of variable weights. Since the basis set is defined in the master element, a coordinate transformation, \( x_p = x_p(\xi_1, \xi_2, \xi_3) \), is required to compute the derivatives and the integrals in physical space \( \Omega_k(x,y,z) \). For iso-parametric elements, the basis functions are expressed as functions of \( \xi_1, \xi_2 \) and \( \xi_3 \), and the coordinate transformation, and its Jacobian are given by:

\[ x_p = \sum_{j=1}^{M} \hat{x}_j \phi_j(\xi_1, \xi_2, \xi_3), \quad J_k(\xi_1, \xi_2, \xi_3) = \left| \frac{\partial (x,y,z)}{\partial (\xi_1, \xi_2, \xi_3)} \right| \]  

In the simple case of straight-sided or -faced elements the mapping is linear and its Jacobian, \( J_k \), and its metrics are constant within each element, and can be evaluated just by using the element vertex coordinates. In the case of elements with curved faces, the Jacobian \( J_k \) varies within the element, and must be evaluated explicitly at the individual quadrature points in the numerical integration process. While straight-sided/faced elements are used in the interior of the domain, curved boundary elements which conform to the original description of the boundary geometry must be used in order to retain the \( p + 1 \) accuracy property of the discretization scheme. Since most mesh generation packages produce a list of elements, with coordinates
given only for the corner points of the elements, additional information is required in order to create curved boundary elements. This is achieved by projecting additionally created surface points onto the original boundary geometry description, as depicted in Figure 2 for the two-dimensional case.

Figure 2. Two-dimensional illustration of projection of additional surface points for creation of curved surface element.

The number of additional surface points to be created on each face is a function of the p-order of the discretization, and generally super-parametric elements of order p+1 are used. The correspondence between the coordinates of the new projected surface points in physical space and in isoparametric space is then used to compute the exact Jacobian for the curved elements. For the general case (i.e. curved elements), using Eq. (7), the solution expansion and the weak statement within each element, \( \hat{\Omega}_k \), becomes:

\[
U_p(\xi, \eta, t) = \sum_{j=1}^{M} \hat{u}_j(t) \phi_j(\xi_1, \xi_2, \xi_3)
\]

\[
\int_{\hat{\Omega}_k} \phi_i \frac{\partial U_p}{\partial t} |J_k|d\hat{\Omega}_k - \int_{\hat{\Omega}_k} \nabla \phi_i J_k^{-1} \cdot F(U_p) |J_k|d\hat{\Omega}_k + \int_{\partial \hat{\Omega}_k} \phi_i F^*(U_p) \cdot n |J_k|\left(\partial \hat{\Omega}_k\right) = 0
\]

The resulting semi-discrete form, Eq. (9), can be further simplified as:

\[
M \frac{dU_p}{dt} + R(U_p) = 0
\]

where \( M \) and \( R(U_p) \) represent the mass matrix and the non-linear residual of the spatial discretization terms, respectively. This system of ordinary equations, Eq. (10), is solved in the modal space and the integrals are evaluated by economical Gaussian quadrature rules, which requires a projection of the solution values to the quadrature points used in the numerical integration. In order to preserve the \( p+1 \) accuracy order of the numerical approximation, the element integral uses quadrature rules which are exact for polynomial degree 2p within the master element, while the boundary integral uses quadrature rules which are exact for polynomial degree 2p + 1. For boundary elements with curved edges or faces, the Jacobians must be evaluated at the integration quadrature points, whereas for interior elements with straight edges or faces, these are constant and need only be evaluated once for each element. Figure 3 illustrates the set of quadrature points used on triangular faces and for tetrahedral elements for a p=3 discretization.

Figure 4(a) illustrates the inviscid flow computed over a three-dimensional bump, which was used to assess the accuracy properties of the DG discretization described above. In Figure 4(b), the error in the solution, as measured by the RMS level of entropy in the flow field is seen to decrease asymptotically at rates close to the design order for discretizations ranging from p=0 to p=3. Perhaps more importantly,
Figure 3. Quadrature points for p=3 discretization on (a) standard triangle; (b) standard tetrahedron.

Figure 4(c) illustrates the fact that the higher-order discretizations achieve lower error tolerances for similar computational effort, and thus are most suitable for cases where high accuracy is desired.

Figure 4. (a) Mach contours for DG simulation of flow over a three-dimensional bump at p=4; (b) Discretization error as a function of mesh resolution for various orders of accuracy; (c) Discretization error as a function of CPU time for various orders of accuracy.

B. Navier-Stokes equations

The discretization of diffusive operators such as those found in the viscous terms of the Navier-Stokes equations is less straight-forward for DG discretizations. Over the years, a number of approaches have been proposed, with various degrees of success, and a useful comparison of various approaches can be found in Arnold et al.\textsuperscript{39} Our criteria for the choice of a discretization approach for diffusive operators include stability and robustness, lack of tunable parameters, and the retention of the nearest neighbor stencil which forms the basis of the inviscid discretization.

The Local Discontinuous Galerkin (LDG) approach developed by Cockburn and Shu\textsuperscript{40} has proved to
be successful for the simulation of viscous flows, although this approach requires the use of a non-nearest neighbor stencil, which has adverse implications for memory and parallelization requirements. More recently, Peraire and Persson\textsuperscript{11} have devised a compact stencil LDG variant which retains the desirable nearest neighbor stencil of the purely convective DG discretization. The second method of Bassi and Rebay (BR2)\textsuperscript{12} constitutes an alternative which relies on a nearest neighbor stencil, and has been used extensively for the simulation of viscous flows.\textsuperscript{15} The recovery approach developed by Van-Leer et al.\textsuperscript{43,44} achieves high accuracy with a nearest neighbor stencil, although these methods are still in their infancy, and extensions to three-dimensional problems remain to be demonstrated.

The interior penalty (IP) method constitutes one of the earliest approaches for DG discretizations of diffusive operators.\textsuperscript{45} Traditionally, this method has been shunned due to the requirement of specifying a penalty parameter for stability, which has most often been done in an ad-hoc manner. However, recently an explicit expression for the penalty parameter in the original IP method has been obtained.\textsuperscript{46} This expression, which is based on local grid metrics and approximation order, can be thought of as a simplified version of the lifting operator in the BR2 discretization. With the ad-hoc nature of the penalty parameter prescription removed, we favor the IP method over other approaches mainly due to the simplicity of the IP discretization, which also retains all the favorable properties of the best of the other approaches. In Figure 5, the accuracy of the IP method\textsuperscript{45,46} for a pure diffusion problem (Poisson’s equation on a square with a sinusoidal exact solution) is compared with that obtained using the BR2 discretization.\textsuperscript{42} The results are shown for different grid sizes and approximation orders \( p = 1, \cdots, 5 \). As is clear from the figure, almost identical accuracy is achieved for both IP and BR2 methods.

![Figure 5. Comparison of performance of the IP and BR2 methods in solving a Poisson equation on a square domain with a sinusoidal exact solution. The \( L_2 \) norm of error is plotted vs. element size for \( p = 1, \cdots, 5 \). For each data set, the best linear fit and its slope are also shown.](image)

Figure 6 depicts the viscous laminar flow computed over a NACA0012 airfoil using the IP method with explicit penalty expression\textsuperscript{45,46} using a relatively coarse and non-symmetric grid of 1822 elements. The improvement in accuracy obtained when raising the order of accuracy of the discretization from second \( (p=1) \) to sixth \( (p=5) \) is clearly evident in these results, and the flow separation point of 81% chord reported by the \( p=5 \) solution agrees well with very fine grid finite-volume solutions previously reported.\textsuperscript{47}
III. Solution Methodologies

Because initial applications of DG discretizations often involved wave phenomena, such as acoustics or electromagnetics, the most prevalent approach for integrating these discretizations in time has been through the use of explicit methods, which are well suited for problems where spatial and temporal scales are closely related.9–11

For aerospace engineering problems, efficient steady-state and time-implicit solvers are required in order to provide a competitive simulation capability. Ultimately, our interest is in devising optimal solvers, which provide convergence rates which are independent of the order of accuracy of the discretization (p), and the size of the mesh (h), while retaining good parallel efficiency characteristics and low cost per iteration. Considering the non-linear problem

\[ R(U_p) = 0 \]  

(11)

where \( R(U_p) \) now represents the non-linear steady-state residual, or the non-linear problem to be solved at each implicit time step, our approach to devising efficient solution techniques can be best described by first writing out the corresponding Newton scheme given as:

\[
\left[ \frac{\partial R}{\partial U_p} \right]^n \Delta U_p^{n+1} = -R(U_p^n) \\
U_p^{n+1} = U_p^n + \alpha \Delta U_p^{n+1}
\]  

(12)

where \( \alpha \) represents an under-relaxation factor which may be required for robustness purposes. Although the Newton scheme provides the most rapid convergence based on number of non-linear iterations, each iteration requires the inversion of the large Jacobian matrix \( \left[ \frac{\partial R}{\partial U_p} \right] \) which is prohibitively expensive. Therefore, we proceed by forming approximations to the Jacobian, notably by replacing the full Jacobian matrix by the block diagonal entries corresponding to the coupling between all modes within each element. The resulting scheme can then be written as:

\[
\Delta U_p^{n+1} = [D^n]^{-1}(-R(U_p^n))
\]  

(13)
where \([D^n]\) represents the block diagonal approximation to the full Jacobian, which can be inverted by inverting each individual element sub-block using LU decomposition. This approach is referred to as the non-linear element Jacobi scheme. An alternate approach consists of splitting the original Jacobian into a block diagonal component \([D^n]\) and an off-diagonal component \([O^n]\), and writing the solution scheme as:

\[
\Delta U^{k+1}_p = [D^n]^{-1} \left( -R(U^n_p) - [O^n] \Delta U^k_p \right)
\]  \hspace{1cm} (14)

We refer to this approach as the linearized element Jacobi scheme. In this approach, a number of subiterations \(k\) is performed for each non-linear update \(n\), whereas in the non-linear element Jacobi approach, each cycle corresponds to a non-linear update. For linear problems, these two schemes are identical, and for non-linear problems they should yield similar asymptotic convergence rates. However, the linearized scheme requires less frequent non-linear residual updates, which provides a substantial time savings due to the expensive nature of evaluating the non-linear residual. On the other hand, the linearized approach requires the storage of the additional off-diagonal Jacobian matrix entries, which is often impractical for three-dimensional simulations. A desirable feature of these element-Jacobi solvers is that they deliver convergence rates which are independent of the order of accuracy \(p\) of the discretization. This is demonstrated in Figure 7, where the inviscid flow over a the three-dimensional bump previously depicted in Figure 4 is computed using discretizations ranging from \(p=1\) to \(p=4\), and all cases display similar convergence rates using the non-linear Jacobi solver. On the other hand, the cost per iteration grows quickly with increasing \(p\) order, mainly due to the increase in the size of the element blocks to be inverted at each iteration, and the viability of this approach is limited to relatively moderate \(p\) orders (i.e. \(p < 6\)). Various techniques can be used to improve the effectiveness of these schemes, including freezing the factored Jacobians for a number of successive non-linear iterations, and using Gauss-Seidel variants which make use of the latest information at neighboring cells at each iteration. On the other hand, although all these schemes produce \(p\)-independent convergence rates, the number of iterations required increases with mesh resolution, and more elaborate techniques such as multigrid methods are required to obtain a solver which is both \(p\)- and \(h\)-independent.

![Figure 7. Demonstration of \(p\)-independent convergence rate for non-linear element Jacobi scheme for three-dimensional flow over bump case](image)

Multigrid methods are known as efficient techniques for accelerating convergence to steady state for both linear and non-linear problems, and can be applied with a suitable existing relaxation technique. The rapid convergence property relies on an efficient reduction of the high frequency error modes on each grid level of a fine-to-coarse sequence of grids.

The spectral or \(p\)-multigrid approach is based on the same concepts as a traditional \(h\)-multigrid method, but makes use of “coarser” levels which are constructed by reducing the order of accuracy of the
The introduction of additional viscous terms for the simulation of the full Navier-Stokes equations entails additional complications for the hp-multigrid solver applied to DG discretizations. On the one hand, the
Figure 8. (a) Mach contours computed on mesh of 2142 elements for 4-element airfoil case using fifth-order accurate discretization \( (p = 4) \); (b) Demonstration of h-independent convergence rate on meshes of various sizes for flow over two-dimensional airfoil case; (c) Illustration of full multigrid cycling strategy for h-p multigrid algorithm.

Figure 9. (a) Three dimensional Discontinuous Galerkin computation of inviscid flow over wing-body configuration on mesh of 2.5 million cells; (b) Scalability of h-p multigrid algorithm on NASA Columbia Supercomputer for 2.5 million cell mesh as a function of discretization order of accuracy.
cost of the element Jacobi or Gauss-Seidel smoother is not affected dramatically by the addition of the viscous terms, since the dominant cost is related to the factorization and multiplication of the diagonal and off-diagonal blocks which retain the same structure (although the off-diagonal blocks are more dense in the Navier-Stokes case). However, the approximations necessary to generate a $p = 0$ discretization of the viscous terms leads to inconsistencies between the $p = 0$ and higher $p \geq 1$ levels, resulting in non-optimal convergence of the h-p multigrid algorithm.\textsuperscript{51,52} One approach to this problem consists of solving the $p = 1$ level more exactly, with additional ($p \leq 1$ multigrid) subiterations within each fine level multigrid cycle. A more effective approach consists of using the entire h-p multigrid scheme as a preconditioner for a Krylov scheme such as GMRES.\textsuperscript{52} Figure 10 depicts the convergence obtained for the viscous laminar airfoil case previously discussed in Figure 6 using a fifth-order accurate ($p = 4$) discretization on a mesh of 7701 cells, illustrating the benefit of additional sub-cycling on the $p = 1$ level, and the superior performance of the Krylov scheme.

![Figure 10. Convergence for viscous airfoil flow problem using the standard h-p multigrid cycling strategy with four additional subcycles at $p = 0$ (1st cycle), and using four additional subcycles at $p = 1$ (2nd cycle), and corresponding convergence curve using the same h-p multigrid algorithm as a preconditioner for GMRES.]

IV. Discretely Conservative Arbitrary Lagrangian-Eulerian (ALE) Formulation

While much work has been performed with DG methods for steady-state or time-dependent problems on static meshes, relatively few investigations have looked at the formulation of DG methods on dynamically deforming meshes.\textsuperscript{20–22} The use of dynamically deforming meshes is important for many engineering applications with relative body motion, such as aeroelasticity. In order to use DG methods on moving meshes, the discretization must first be cast in Arbitrary Lagrangian Eulerian (ALE) form. For this, the time derivative must be taken out of the integral in equation (9) which, after simplification\textsuperscript{22} yields the ALE form of the DG discretization:

$$
\frac{\partial}{\partial t} \int_{\Omega_k} \phi_i U_p |J_k| d\Omega_k - \int_{\Omega_k} \nabla \phi_i \cdot (F(U_p) - U_g U_p) J_k^{-1} |J_k| d\Omega_k + \int_{\partial \Omega_k} \phi_i (F^*(U_p) - U_g U_p) \cdot n |J_k| d(\partial \Omega_k) = 0
$$

where $U_g$ denotes the grid velocity field. An important consideration is whether the particular ALE form of the discretization preserves discrete conservation exactly. The statement of discrete conservation is embodied
in the Geometric Conservation Law (GCL),\textsuperscript{53} which simply states that a uniform flow, which is an exact solution of any consistent discretization, should be preserved exactly in the presence of arbitrary mesh motion. Unfortunately, prescribing a constant flow field $\mathbf{U}_p$ in equation (15) and simplifying the resulting equations, leads to a set of constraints on the grid velocity field $\mathbf{U}_g$ which is most often indeterminate (different number of degrees of freedom versus constraints). This is compounded by the fact that the spatial and temporal orders of accuracy of the grid velocity field may be arbitrary and different than those of the flow field $\mathbf{U}_p$, particularly for prescribed grid motion cases.

In reference\textsuperscript{22} we have derived an approach for formulating fully conservative ALE discretizations which preserve the design order of spatial and temporal accuracy of the underlying static mesh schemes, while permitting the use of arbitrary mesh motion descriptions. The approach is most easily explained in the context of a first-order accurate backwards difference temporal discretization (BDF1). In this case, the discrete equations obtained by the method of lines can be recovered through a space-time discretization, using a tensor product basis set in space-time given by:

$$\Phi(x_i, t) = \phi(x_i)\psi(t)$$

(16)

where $\phi(x_i)$ represents the basis functions of the original spatial DG discretization, and the choice $\psi(t) = 1$ corresponds to a BDF1 temporal discretization. The resulting equations take on a form that corresponds to a time-integrated version of equation (15), namely:

$$
\int_{\Omega} \phi_i^{n+1} \mathbf{U}^{n+1} |J_k|^{n+1} d\Omega_k - \int_{\Omega(t)} \phi_i^n \mathbf{U}^n |J_k|^n d\Omega_k = \\
\int_{t}^{t+\Delta t} \int_{\Omega_k} \nabla \phi_i \cdot [\mathbf{F} (\mathbf{U}_p) - \mathbf{U}_p \mathbf{U}_g] J_k^{-1} |J_k| d\Omega_k dt - \int_{t-\Delta t}^{t} \int_{\partial \Omega_k} \phi_i [\mathbf{F}^* (\mathbf{U}_p) - \mathbf{U}_p \mathbf{U}_g] \cdot \mathbf{n} |J_k| d(\partial \Omega_k) dt
$$

(17)

However, since this results from a conservative space-time formulation, if all terms are integrated exactly, then discrete conservation is naturally obtained. In order to proceed, a functional form of the grid speed field $\mathbf{U}_g$ is required, and this is obtained by assuming the grid motion to be completely defined by the location of the points defining each mesh cell (or alternatively the quadrature points) in time, and expanding the $\mathbf{U}_g$ field in terms of a set of spatial basis functions. Thus, the product of the grid velocity terms with the flow field $\mathbf{U}_p \mathbf{U}_g$ present in the integrands of equation (17) results in higher-order polynomial functions in space, while the metric terms $\mathbf{n}$ and $J^{-1}, |J_k|$ become non-linear functions in time, requiring the use of higher-order quadrature rules in both space and time. Although this approach is only directly applicable to a first-order accurate BDF1 temporal discretization, it may be extended to more accurate BDF2 and implicit Runge-Kutta discretizations through application to each individual time interval or stage which makes up a multi-step or implicit Runge-Kutta scheme, respectively. For example, after dividing the space-time formulation of equation (17) through by the time step to return to the form given in equation (15), and after some manipulation, the GCL preserving formulation for a BDF2 temporal scheme yields the following expressions for the composite grid speed terms to be evaluated at each spatial quadrature point in equation (15):

$$[\nabla \phi_i \mathbf{U}_g J_k^{-1} |J_k|]^{n+1} = \frac{3}{2\Delta t} \int_{t}^{t+\Delta t} \nabla \phi_i \cdot \mathbf{U}_g J_k^{-1} |J_k| dt - \frac{1}{2\Delta t} \int_{t-\Delta t}^{t} \nabla \phi_i \cdot \mathbf{U}_g J_k^{-1} |J_k| dt$$

(18)

and

$$[\phi_i \mathbf{U}_g \cdot \mathbf{n} |J_k|]^{n+1} = \frac{3}{2\Delta t} \int_{t}^{t+\Delta t} \phi_i \mathbf{U}_g \cdot \mathbf{n} |J_k| dt - \frac{1}{2\Delta t} \int_{t-\Delta t}^{t} \phi_i \mathbf{U}_g \cdot \mathbf{n} |J_k| dt$$

(19)

where it is understood that exact quadrature rules must be used on the right-hand side time integrals, given the known functional forms of $\mathbf{U}_g$, $\mathbf{n}$, $J_k^{-1}$ and $|J_k|$.
Figure 11 illustrates a test case used to validate this approach, which consists of a vortex being convected through a deforming mesh of curved elements. Prior to the vortex test case, it was verified that the simulation of uniform flow on this deforming mesh is indeed preserved exactly (machine zero residuals at each time step). Using BDF1 and BDF2 temporal discretizations, the convecting vortex case was then used to demonstrate the retention of first or second-order accuracy, respectively, in the presence of the moving mesh, as demonstrated in the temporal accuracy plot depicted in Figure 12 for this case.

Work is currently underway to validate this discretely conservative ALE formulation to higher-order temporal discretizations such as implicit Runge-Kutta schemes. For higher-order temporal discretizations, one may either attempt to apply the current formulation at each stage of a Runge-Kutta scheme, or to formulate a space-time discretization making use of the same temporal basis functions which define the implicit Runge-Kutta scheme, when this is feasible.

![Figure 11. (a) Initial density contours and mesh for convecting vortex problem using $p = 4$ spatial discretization; (b) Density contours for BDF2 scheme at time $t = 3/4 t_{\text{max}}$ using a time-step of $\delta t = 0.25$ and $p = 4$ spatial discretization.](image)

V. Adjoint Sensitivity Methods

Adjoint methods have become popular in CFD simulations over the last decade. These methods were initially adopted for use in design optimization problems and more recently have been used for error estimation and adaptive mesh refinement purposes.

Adjoint methods enable the calculation of the sensitivities for a single simulation output with respect to any number of simulation inputs at the cost of a single solution of the adjoint equations. Adjoint formulations can be obtained by transposing the linearization process, and are thus often thought of as reverse linearization techniques. These methods are particularly well suited for design optimization procedures, where one is most often interested in some global quantity such as lift, drag or heating. For error estimation purposes, adjoint methods provide a mechanism for determining the effect of local errors (in space and time) on the final global simulation output of interest, as well as sensitivities of the output with respect to local changes in the mesh configuration. This, in turn, can be used to drive an adaptive meshing strategy, which tailors the computational mesh to the particular objective under consideration.
Because the formulation of adjoint methods for spatial error estimation was originally developed within the context of a variational framework, these were naturally applied to DG discretizations at an early stage.\textsuperscript{23,55,56} In recent work, we have formulated adjoint spatial error estimation techniques based on a non-variational framework\textsuperscript{25,26,28,57–59} although the variational and non-variational approach can be shown to lead to the same final discrete equations.

We consider the case where a current solution $\bar{w} = w + \delta w$ is given as a perturbation of the exact solution $w$. As an example, $w$ may represent the exact solution on a fine mesh, while $\bar{w}$ denotes the solution on a coarser mesh, which does not satisfy the fine mesh discrete equations when interpolated to the fine mesh. Alternatively, $\bar{w}$ may correspond to the solution on the same mesh but computed using a lower order ($p$) discretization. The corresponding change in the output functional of interest can be written as

$$\delta J = J(\bar{w}) - J(w)$$ (20)

and the corresponding change in the residual is given as:

$$\delta R = R(\bar{w}) - R(w) = R(\bar{w})$$ (21)

where the last equality follows due to the fact that the $w$ values satisfy the residual equations exactly on the fine mesh. Linearizing about the perturbed solution yields:

$$\delta J = \frac{\partial J}{\partial w} \delta w$$ (22)

and

$$\delta R = \frac{\partial R}{\partial w} \delta w, \text{ or } \delta w = \left[ \frac{\partial R}{\partial w} \right]^{-1} \delta R$$ (23)

which, upon substitution into equation (22) yields

$$\delta J = \Lambda^T \delta R$$ (24)
using the definition of the adjoint solution variable \( \Lambda \):

\[
\left[ \frac{\partial R}{\partial w} \right]^T \Lambda = \left[ \frac{\partial J}{\partial w} \right]^T
\]

(25)

Thus, an estimate of the variation of the functional output which would be observed by recomputing the solution on a finer grid (i.e. an estimate of the error in this functional) can be obtained as the inner product between the adjoint solution and the residual obtained using the current solution projected or reconstructed onto a finer mesh. This variation corresponds to an estimate of the global error in the functional output, and a grid refinement criteria can be devised by flagging regions of the mesh where element contributions to this inner product are relatively large. In order to avoid the expense of solving the adjoint field \( \Lambda \) on the fine level, which would be equivalent to the cost of computing the flow solution on the fine level, the adjoint is solved only on the coarse level and then projected onto the fine level where it is used to compute the inner product defined in equation (24).

In the context of spatial error adaptivity, high-order methods offer the possibility of pursuing both mesh (h) refinement and order (p) refinement. The choice between h and p refinement is guided by the smoothness of the solution, with smooth solution regions targeted for p refinement, and non-smooth regions targeted for h refinement. In order to guide this process, a local smoothness indicator is required. Of the various indicators proposed in the literature, the smoothness indicator based on the ratio of the L2 norm of the highest modes to the remaining modes \(^{60-62}\) has been found to provide reliable results, as well as an indicator based on the magnitude of the inter-element jumps. \(^{61,63}\) A successful h-p adaptive refinement strategy should result in a low order discretization and a refined mesh in regions of discontinuities, and high-order discretizations in other regions of the domain critical to the accuracy of the output objectives of interest, while providing exponential (optimal) error reduction with increasing numbers of degrees of freedom. \(^{5-7}\)

Figures 13 and 14 illustrate an h-p adaptive computation for an inviscid Mach 6 flow over a circular cylinder, using the adjoint-based error criterion to drive the adaptive process, for an output objective defined as the surface integrated temperature on the cylinder, and using the smoothness indicator based on inter-element jumps. \(^{63}\) The adaptive procedure begins with a first-order accurate (p = 0) discretization throughout the domain, and refines the mesh while naturally maintaining the p = 0 discretization upstream of the shock (where the flow is uniform) and within the shock region, which is captured without the need for any limiting. At the same time, the accuracy order is raised in the region between the shock and the cylinder, while refinement in h or p does not occur in lateral regions near the cylinder, since the flow in these regions does not impact the objective of interest (surface temperature). Figure 15 denotes the convergence of the adaptive refinement process for the surface integrated temperature objective. At each level, the error in the functional computed by equation (24) can be added to the current functional value to predict the value of the functional computed on the next finer level. As seen in Figure 15, the agreement between the predicted functional value and the actual value computed on the next level of refinement improves with increasing refinement, with very good agreement occurring at the last level of refinement, where the linearization assumption inherent in equations (22) through (24) becomes most valid.

VI. Conclusions and Future work

We have outlined various advances that we have pursued over the last five years in the interest of advancing discontinuous Galerkin methods to the point where they can be used in industrial aerodynamic problems. In general, the scientific community has achieved substantial progress in higher-order methods in general, and discontinuous Galerkin methods in particular over the last decade. Discretizations for convective and diffusive terms are now relatively well understood, and a renewed emphasis on efficient steady-state and time-implicit solvers is beginning to pay dividends. Sensitivity analysis methods have been demonstrated in the context of high-order methods, and advances are being pursued in optimization and error estimation.

However, substantial obstacles remain to be overcome. High-order DG methods are still relatively expensive compared to their low-order finite-volume counterparts. On the one hand, solvers such as hp multigrid...
(a) 3rd adapted mesh, 42234 elements, discretization orders ($p_{\min} = 0, p_{\max} = 3$)

Figure 13. $hp$-adapted meshes with the distributions of order of discretizations for hypersonic flow (Mach 6) over a half-circular cylinder.

(a) Mach number contours

Figure 14. Mach number contours on the final $hp$-adapted mesh for hypersonic flow (Mach 6) over a half-circular cylinder.
Figure 15. Comparison of functional convergence in terms of DOF for hypersonic flow over half-circular cylinder (Mach 6).

have proven to be successful at delivering optimal convergence rates in terms of numbers of cycles, but the cost per cycle remains relatively high. In our examples, the element Jacobi smoother used within the multigrid algorithm scales poorly with increasing order p, principally because it relies on factorizing the entire dense matrix in each element, the size of which grows superlinearly with the number of degrees of freedom within an element. This hinders use of the method for high p orders (i.e. $p \geq 6$) and more suitable smoothers for very high p order would be desirable.

However, this raises the question of what order of accuracy (p) is best suited for aerodynamic problems. In other communities, spectral and spectral-element simulations with very high order (up to $p = 10$ or higher) are not uncommon. The answer to this question lies in the characteristics of the problem at hand, and in the level of accuracy required of the simulation. Since high-order solutions are most effective in the presence of smooth solution behavior, it is likely that very high order discretizations will not be suitable for industrial aerodynamic problems, which naturally involve discontinuous and non-smooth behavior both from the flow physics and geometry definition points of view. Additionally, the level of accuracy required from an engineering standpoint may not be sufficient to justify the use of very high-order methods, although this assumption may not hold true for specific disciplines such as aeroacoustics and electromagnetics.

Finally, another important aspect for industrial simulations relates to the robustness of the methodology. Attempting to approximate a non-smooth solution with a high-order discretization can lead to well known robustness issues, which in turn may require the use of limiting or other local accuracy reducing techniques. Insufficient resolution, a pervasive issue in most industrial problems, can also result in lack of robustness for high-order discretizations, since the solution becomes non-smooth at the level of the mesh resolution in such cases. Thus, it seems that a variable order discretization capability will be required for ensuring robust simulation capability, and that ultimately, an h-p refinement capability will be key to achieving not only efficiency and accuracy objectives, but also robustness objectives.

In spite of these drawbacks, higher-order methods currently offer the best prospects for advancing the accuracy and reliability of aerodynamic simulation capabilities in the long run, due to their inherent mathematical properties, while at the same time offering an appealing approach for making effective use of rapidly
advancing parallel computer hardware.
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