Efficient solution techniques for high-order accurate time-dependent problems are investigated for solving the two-dimensional non-linear Euler equations in this work. The spatial discretization consists of a high-order accurate Discontinuous Galerkin (DG) approach. Implicit time-integration techniques are considered exclusively in order to avoid the stability restrictions of explicit methods. Standard Backwards differencing methods (BDF1 and BDF2) as well as a fourth-order implicit Runge-Kutta scheme (IRK4) are considered, in an attempt to balance the spatial and temporal accuracy of the overall approach. The implicit system arising at each time step is solved using a p-multigrid approach, which is shown to produce h independent convergence rates, while remaining relatively insensitive to the time-step size. The higher-order time integration schemes such as fourth-order implicit Runge-Kutta are found to be more efficient in terms of computational cost for a given accuracy level as compared to the lower order BDF1 and BDF2 schemes.

I. Introduction

In recent years, discontinuous Galerkin (DG) methods have been gaining wide acceptance for high-accuracy solutions of systems of conservation laws. From a simple linear advection problem to the more complicated non-linear compressible Euler and Naiver-Stokes equations, high-order accurate DG methods provide an efficient avenue for achieving high spatial accuracy by means of high-order polynomial approximations within individual mesh elements. Additionally, the resulting discontinuities at element interfaces can be handled using approximate Reimann solver techniques, which are now well understood and have been extensively developed in the context of finite volume methods.

For time-dependent problems, DG methods have generally been used in conjunction with high-order accurate explicit time-integration methods, such as explicit Runge-Kutta DG (RKDG) methods. While such methods are well suited for problems with similar spatial and temporal scales, they are notoriously inefficient for problems with disparate temporal and spatial scales, such as low reduced frequency problems and steady-state problems. For DG discretizations using polynomials of degree \( p \) and a \( p+1 \) stage explicit RK method of order \( p+1 \), the explicit CFL stability limit is given by \( \Delta t < \frac{\Delta x}{c(2p+1)} \), where \( \Delta x \) refers to a characteristic cell size, and \( c \) is the maximum eigenvalue or wave speed of the system of equations to be solved. As a consequence, implicit time-integration strategies, which are unconditionally stable, are preferred for low reduced frequency problems, since they allow the selection of the time step based purely on temporal accuracy considerations. On the other hand, implicit methods require the solution of one or more non-linear problems at each time step, thus requiring the use of an efficient solution technique in order to make these schemes competitive.

In this work we focus exclusively on constructing implicit time-integration approaches, i.e. first and second-order implicit Backwards Differencing schemes (BDF1 and BDF2), and an implicit fourth-order Runge-Kutta scheme (IRK4), for solving the Euler equations. In order to provide a competitive approach, the implicit system arising at each time-step in these time-integration schemes must be solved in an efficient
manner. This is achieved using a spectral multigrid (p-MG) method.\textsuperscript{14,15,19,24} The p-MG method, which has been developed previously for steady-state problems, makes use of coarser multigrid levels constructed by lowering the order of the spatial discretization (p), as opposed to reducing the number of mesh elements (h) in the traditional geometric multigrid method, and is capable of achieving h and p independent convergence rates.\textsuperscript{24} In this work, the spectral multigrid approach developed for steady-state DG discretizations is extended to high-order time-implicit unsteady problems.

The organization of this paper is as follows. Section II describes the governing equations and some preliminary knowledge related to these equations. Section III describes the spatial and temporal discretizations used in this work. Section IV describes the implicit solution techniques developed in this work, including various element Jacobi iterative smoothers, and the p-multigrid approach used to rapidly converge the implicit system of nonlinear equations at each time step. In Section V, two-dimensional numerical results are shown for an isentropic convecting vortex case, and for a periodic vortex-shedding problem using an unstructured triangular mesh. Finally, Section VI summarizes the conclusions of this paper.

II. Governing Equations

The Euler equations which govern two-dimensional unsteady compressible inviscid flow can be written in the following conservative form,

\[
\frac{\partial \mathbf{u}(\mathbf{x}, t)}{\partial t} + \frac{\partial \mathbf{f}(\mathbf{u}(\mathbf{x}, t))}{\partial x} + \frac{\partial \mathbf{g}(\mathbf{u}(\mathbf{x}, t))}{\partial y} = 0 \quad \text{in} \quad \Omega_T = \Omega \times (0, T)
\]

where \( T > 0 \) is the length of time interval, and \( \Omega \) is a two-dimensional bounded domain. The conservative state vector \( \mathbf{u} \) and the inviscid Cartesian flux component vectors \( \mathbf{f}(\mathbf{u}) \) and \( \mathbf{g}(\mathbf{u}) \) are defined by

\[
\mathbf{u} = \begin{bmatrix} \rho \\ \rho u \\ \rho v \\ \rho e \end{bmatrix}, \quad \mathbf{f} = \begin{bmatrix} \rho u \\ \rho u^2 + p \\ \rho uv \\ (\rho e + p)u \end{bmatrix}, \quad \mathbf{g} = \begin{bmatrix} \rho v \\ \rho uv \\ \rho v^2 \\ (\rho e + p)v \end{bmatrix}
\]

where the notations \( \rho \) , \( p \), and \( e \) denote the fluid density, pressure and specific total energy per unit mass, respectively. \( u \) and \( v \) are the velocity components of the flow in the x and y coordinate directions. This system of equations is completed by the perfect gas equation of state given by Eq. (3)

\[
p = (\gamma - 1)\rho \left[ e - \frac{1}{2}(u^2 + v^2) \right]
\]

where \( \gamma \) is defined as the ratio of specific heats of the fluid (\( \gamma = 1.4 \) for air). This represents a hyperbolic system of equations to which are applied the initial and boundary conditions denoted by Eq.(4) and Eq.(5), respectively, where \( \partial \Omega \) represents the boundary of \( \Omega \).

\[
\mathbf{u}(\mathbf{x}, 0) = \mathbf{u}^0(\mathbf{x})
\]

\[
B(\mathbf{u}) = 0 \quad \text{on} \ \partial \Omega \times (0, T)
\]

III. Discretizations

A. Spatial discretization

The Discontinuous Galerkin (DG) method represents a spatial discretization approach based on a finite-element method, which makes use of element based basis functions which are discontinuous across element interfaces.\textsuperscript{28} Thus, in this approach, the computational domain \( \Omega \) is partitioned into an ensemble of non-overlapping elements, i.e. \( \Omega = \Omega_1 \cup \Omega_2 \cup \cdots \cup \Omega_{n\text{Elem}} \), where \( n\text{Elem} \) denotes the number of elements in the domain. The formulation of the integrand over the global computational domain is therefore subdivided into a collection of integrals over \( n\text{Elem} \) elements, given in Eq.(6).
where the mass matrix and then obtain the following weak statement of Eq. (6) by multiplying by a test function \( \mathbf{L} \) and integrating by parts:

\[
\sum_{m=1}^{n_{\text{Elem}}} \int_{\Omega_m} \left[ \frac{\partial \mathbf{u}(\mathbf{x}, t)}{\partial t} + \frac{\partial \mathbf{f}(\mathbf{u}(\mathbf{x}, t))}{\partial \mathbf{x}} + \frac{\partial \mathbf{g}(\mathbf{u}(\mathbf{x}, t))}{\partial \mathbf{y}} \right] dV = 0
\]  

(6)

Assuming that \( \Omega_m \) is a typical triangulation element of \( \Omega \), we consider possible choices of basis functions and then obtain the following weak statement of Eq. (6) by multiplying by a test function \( \mathbf{L} \) and integrating by parts:

\[
\frac{d}{dt} \int_{\Omega_m} \mathbf{L}_h \mathbf{u}_h dV - \int_{\Omega_m} \left[ \frac{\partial \mathbf{L}_h}{\partial \mathbf{x}} \mathbf{f}(\mathbf{u}_h) + \frac{\partial \mathbf{L}_h}{\partial \mathbf{y}} \mathbf{g}(\mathbf{u}_h) \right] dV + \int_{\partial \Omega_m} \mathbf{L}_h \mathbf{n}_x + \mathbf{g}(\mathbf{u}_h) \mathbf{n}_y dS = 0 \quad \forall \mathbf{L}_h
\]

(7)

where \( \mathbf{u}_h \) and \( \mathbf{L}_h \) represent the finite element approximations making use of truncated polynomial expansions combined with \( N \) shape functions \( \zeta_k \), expressed as:

\[
\mathbf{u}_h = \sum_{k=1}^{N} \mathbf{u}_k(t) \zeta_k(\mathbf{x})
\]

(8)

\[
\mathbf{L}_h = \sum_{k=1}^{N} \mathbf{L}_k \zeta_k(\mathbf{x})
\]

(9)

The unit normal vector \( \mathbf{n} = (n_x, n_y) \) is outward to the boundary, and points into the computational domain. The current implementation in this work uses a set of hierarchical shape functions on triangles, enabling solutions from 1st order (\( p=0 \)), up to 5th order (\( p=4 \)) spatial accuracy. Substituting the expansions into Eq. (7), we then obtain a set of \( N \) equations given as:

\[
\frac{d\mathbf{u}_i(t)}{dt} \int_{\Omega_m} \zeta_k \zeta_i dV - \int_{\Omega_m} \left[ \frac{\partial \zeta_k}{\partial \mathbf{x}} \mathbf{f}(\mathbf{u}_h) + \frac{\partial \zeta_k}{\partial \mathbf{y}} \mathbf{g}(\mathbf{u}_h) \right] dV + \int_{\partial \Omega_m} \zeta_k \mathbf{f}(\mathbf{u}_h) n_x + \mathbf{g}(\mathbf{u}_h) n_y dS = 0 \quad k = 1, 2, \ldots, N
\]

(10)

where the repeated index \( i \) in Eq. (10) denotes the summation convention ranging from 1 to \( N \), and \( \mathbf{u}_i(t) \) represents the modal solutions for the conservative state vector, \( \mathbf{u} \). The interface flux \( \mathbf{f}(\mathbf{u}_h) n_x + \mathbf{g}(\mathbf{u}_h) n_y \), which is common for the neighboring cells on each edge to ensure conservation, can be treated as Riemann flux function \( \text{Flux}(\mathbf{u}_h^k, \mathbf{u}_h^R, \mathbf{n}) \), where \( \mathbf{u}_h^k \) and \( \mathbf{u}_h^R \) represent the internal element interface solution and neighboring element interface solution, respectively. In this work, the HLLC approximate Riemann solver\(^{3, 27} \) is employed. All the integrals including the domain and boundary integrals in Eq. (10) are evaluated by use of Gauss quadrature formulae\(^{12, 13} \) with a number of quadrature points corresponding to the required degree of interpolating polynomials. Specifically, the optimal numbers of quadrature points for the first, second and third integral of Eq. (10) are those satisfied with integrals exactly on polynomials of order \( 2p \), \( 2p - 1 \) and \( 2p \), respectively.

By grouping together the time-dependent and spatial contributions, Eq. (10) can be written as

\[
M \frac{d\mathbf{u}}{dt} + \mathbf{R}_p(\mathbf{u}) = 0
\]

(11)

where the mass matrix \( M \) has identical diagonal blocks, \( M_d \), for the four modal variables of \( (\rho, \rho u, \rho v, \rho e) \), which can be written as:

\[
M_d = \begin{bmatrix}
\int_{\Omega_m} \zeta_1 \zeta_1 dV & \int_{\Omega_m} \zeta_1 \zeta_2 dV & \cdots & \int_{\Omega_m} \zeta_1 \zeta_N dV \\
\int_{\Omega_m} \zeta_2 \zeta_1 dV & \int_{\Omega_m} \zeta_2 \zeta_2 dV & \cdots & \int_{\Omega_m} \zeta_2 \zeta_N dV \\
\cdots & \cdots & \cdots & \cdots \\
\int_{\Omega_m} \zeta_N \zeta_1 dV & \int_{\Omega_m} \zeta_N \zeta_2 dV & \cdots & \int_{\Omega_m} \zeta_N \zeta_N dV
\end{bmatrix}
\]

(12)

The mass matrix \( M \) can be precomputed and stored ahead of time due to the fact that it remains unchanged during the solution process. The last vector \( \mathbf{R}_p(\mathbf{u}) \) represents the steady state residual.
B. Temporal discretization

In order to solve the time-dependent problem, the resulting spatially discretized equations must be integrated in time. Although the use of explicit time-integration schemes has been widespread for DG discretizations, in this work we focus on the use of implicit time-integration schemes, which are not restricted by the CFL-stability limit of explicit methods, and thus are capable of using maximum time-steps determined by accuracy considerations, and are more suitable for stiff problems as well. The implicit time-integration schemes currently employed in this work range from first to fourth-order accurate in time, including both first and second order accurate multistep backwards difference formulations (BDF1, BDF2) and a fourth-order accurate implicit multistage Runge-Kutta scheme (IRK4).

In previous work\textsuperscript{5,20} it has been shown that even for second-order accurate finite-volume schemes, fourth-order implicit Runge-Kutta schemes can outperform BDF2 schemes for engineering accuracy levels. Therefore, one of the essential tasks of this paper is to address whether high-order implicit RK schemes can be designed to be more efficient than BDF1 and BDF2 schemes when applied with high-order DG methods.

Starting from the ordinary differential equation (11), the formulae for BDF1 and BDF2 schemes are given respectively as:

\begin{equation}
Re(u_h^{n+1}) = \frac{M}{\Delta t} u_h^{n+1} + R_p(u_h^{n+1}) - \frac{M}{\Delta t} u_h^{n}
\end{equation}

\begin{equation}
Re(u_h^{n+1}) = \frac{M}{\Delta t} \left( \frac{3}{2} u_h^{n+1} \right) + R_p(u_h^{n+1}) - \frac{M}{\Delta t} (2u_h^{n} - \frac{1}{2} u_h^{n-1})
\end{equation}

where \(\Delta t\) represents the integration time-step and \(Re\) denotes the unsteady-state residual. \(u_h^n\) and \(u_h^{n+1}\) are numerical solutions for the current and the next (unknown) time step, respectively.

These schemes are relatively efficient because they solve only one implicit set of equations per time step. However, they are difficult to use with variable time-steps and are not A-stable beyond second-order temporal accuracy.\textsuperscript{5} In the case of multistage IRK schemes, multiple implicit problems are required (each stage works on one implicit system solution) per time step, but these schemes are easily implemented in the presence of variable time steps and can be constructed to be A- and L-stable for any temporal order. The formula for the IRK4 scheme, in the case of the Euler equations, can be written as,

\begin{equation}
\begin{aligned}
&\text{(i) } u^{(0)} = u^n_h \\
&\text{(ii) For } s = 1, \ldots, S \text{ compute the intermediate stage solutions, } u^{(s)} \\
&\text{ } \text{ } R_e(u^{(s)}) = \frac{M}{\Delta t} u^{(s)} + a_{s1} R_p(u^{(s)}) - \left[ \frac{M}{\Delta t} u^n - \sum_{j=1}^{s-1} a_{sj} R_p(u^{(j)}) \right] \\
&\text{(iii) } u^{n+1}_h = u^{(S)}
\end{aligned}
\end{equation}

where \(S\) is the number of stages required for the IRK scheme at each time step and \(a_{kj}\) are the Butcher coefficients of the scheme.

In this paper, we utilize the ESDIRK class of RK scheme, which corresponds to Explicit first stage, Single Diagonal coefficient, diagonally Implicit Runge-Kutta. The Butcher table\textsuperscript{5,20} for a six stage ESDIRK scheme (fourth-order accurate, \(S = 6\)) is shown in Table (1).

\begin{equation}
c_k = \sum_{j=1}^{k} a_{kj} \quad (k = 1, 2, \ldots, 6)
\end{equation}

IV. p-MG Approach

As mentioned previously, implicit time-integration methods require the solution of one or more implicit problems per time step. Efficient solvers are required for this task in order to achieve an overall competitive approach. Our approach consists of using a spectral multigrid strategy,\textsuperscript{15,19,21,24} in conjunction with an
Table 1. Butcher Tableau for ESDIRK class of RK schemes with six stages

<table>
<thead>
<tr>
<th>c1 = 0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>c2</td>
<td>a21</td>
<td>a66</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>c3</td>
<td>a31</td>
<td>a32</td>
<td>a66</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>c4</td>
<td>a41</td>
<td>a42</td>
<td>a43</td>
<td>a66</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>c5</td>
<td>a51</td>
<td>a52</td>
<td>a53</td>
<td>a54</td>
<td>a66</td>
<td>0</td>
</tr>
<tr>
<td>c6 = 1</td>
<td>a61 = b1</td>
<td>a62 = b2</td>
<td>a63 = b3</td>
<td>a64 = b4</td>
<td>a65 = b5</td>
<td>a66</td>
</tr>
</tbody>
</table>

\[ u^{n+1} \]

\[ b_1 \quad b_2 \quad b_3 \quad b_4 \quad b_5 \quad b_6 \]

Element Jacobi smoother on each multigrid level, for solving the implicit system at each time step. The spectral multigrid or p-MG algorithm is based on the standard geometric multigrid method, but, instead of using physically fewer elements in coarser levels, lower-order interpolants serve as "coarse" levels while the same spatial grid/element is used by all levels, as shown in Fig. 1(a). Therefore, with this methodology, no additional grid information needs to be stored.

**Figure 1. Five levels of p-MG approach**

A. Element Jacobi smoother

At each p-multigrid level, an element-Jacobi scheme is used as a smoother. Returning to Eq. (13), for example, in order to solve this implicit problem for the \( n+1 \) time step, let us rewrite it as a Newton scheme given in Eq. (17), where \( k \) refers to the subiteration index for the linear system in the Newton scheme. Note that the superscript \( n+1 \) is omitted in the expression of Newton iterations to avoid notation confusion, and \( w \) represents intermediate solutions in the Newton solver process for the solution of \( u_{h}^{n+1} \), which is satisfied with \[ \frac{\partial R_e}{\partial u_h} = \frac{\partial R_e}{\partial w} \]
\[ w^1 = u^0_h \]
\[ \left[ \frac{\partial \mathbf{R}_e}{\partial w} \right]^k \Delta w^{k+1} = -\mathbf{R}_e(w^k) \tag{17} \]
\[ w^{k+1} = w^k + \alpha \Delta w^{k+1}, \quad k = 1, 2, \cdots M \]
\[ u^{n+1}_h = w^M, \quad \text{when } \mathbf{R}_e(w^M) = 0 \]

where \( \alpha \) is a relaxation parameter to keep \( \| \alpha \Delta w^{k+1}/w^k \|_\infty \leq 10\% \).

The element Jacobi smoother can be viewed as an approximate Newton method, where only the Jacobian entries corresponding to the modal coupling between all modes within an element are retained, resulting in a block diagonal matrix, \( D_T \), which is easily inverted using Gaussian elimination at the block level, and all other entries, \( O_T \) are discarded. This solver is generally denoted as non-linear element Jacobi solver (NEJ). The quasi-nonlinear element Jacobi (qNEJ) approach represents a variant of the NEJ solver where the block Jacobians are frozen over a certain number of iterations, and thus only the unsteady residual, \( \mathbf{R}_e \), needs to be updated at each subiteration. A third solver variant is denoted as the linearized element Jacobi (LEJ) method, in which the full Jacobian entries consisting of both diagonal (\( D_T \)) and off-diagonal components (\( O_T \)) are retained, as shown in Eq. (18). The full Jacobian is then approximately inverted using a block Jacobi iteration strategy, where the (\( D_T \)) blocks are treated implicitly, and the (\( O_T \)) blocks are treated implicitly. This corresponds to the linearization of the NEJ scheme. The fundamentals of these three solver variants are listed in Table 2.

\[ \left[ \frac{\partial \mathbf{R}_e(w^k)}{\partial w} \right] = [D_T^k] + [O_T^k] \tag{18} \]

| NEJ          | 1. \( w^1 = u^0_h \)  
get \( \mathbf{R}_e(w^1) \)  
get \( D_T^1(w^1) \) | 2. for \( k = 1, 2, \cdots, M \)  
\( \Delta w^{k+1} = [D_T^k]^{-1} [S - \mathbf{R}_e(w^k)] \)  
w^{k+1} = w^k + \alpha \Delta w^{k+1} \  
update \( \mathbf{R}_e(w^{k+1}) \)  
update \( D_T(w^{k+1}) \) | 3. \( u^{n+1}_h = w^M \)  
when \( \mathbf{R}_e(w^M) = 0 \) |
|--------------|-------------------------------------------------|
| qNEJ         | 1. \( w^1 = u^0_h \)  
get \( \mathbf{R}_e(w^1) \)  
get \( D_T^1(u^0_h) \) | 2. for \( k = 1, 2, \cdots, M \)  
\( \Delta w^{k+1} = [D_T^k]^{-1} [S - \mathbf{R}_e(w^k)] \)  
w^{k+1} = w^k + \alpha \Delta w^{k+1} \  
update \( \mathbf{R}_e(w^{k+1}) \) | 3. \( u^{n+1}_h = w^M \)  
when \( \mathbf{R}_e(w^M) = 0 \) |
| LEJ          | 1. \( w^1 = u^0_h \)  
get \( \mathbf{R}_e(w^1) \)  
get \( D_T^1(u^0_h) \)  
get \( O_T^1(u^0_h) \) | 2. for \( k = 1, 2, \cdots, M \)  
\( \Delta w^{k+1} = [D_T^k]^{-1} [S - \mathbf{R}_e(w^k) - O_T^2 \Delta w^k] \)  
w^{k+1} = w^k + \alpha \Delta w^{k+1} \  
update \( \mathbf{R}_e(w^{k+1}) \) | 3. \( u^{n+1}_h = w^M \)  
when \( \mathbf{R}_e(w^M) = 0 \) |

In table 2, the source term \( S \), which represents the residual restriction term from the finer multigrid levels, is included in the formulae on all levels for consistency, although this term vanishes on the finest level (highest-order approximation level) in the multigrid formulation. Moreover, note that the diagonal block matrix \( D_T \), the off-diagonal block \( O_T \) and the unsteady-state residual \( \mathbf{R}_e \) may vary with the different time-integration schemes. To make this point clear, we also list these terms for the corresponding BDF1, BDF2 schemes, and for intermediate stage functions of the IRK4 scheme, respectively, as given in table 3, where \( D^k \) and \( O^k \) denote the diagonal and off-diagonal blocks of the Jacobian matrix for the corresponding steady-state solver, \( [\partial \mathbf{R}_p(w^k)/\partial w] \), in a similar manner.

B. Multigrid V-Cycle

In this work, a V-cycle spectral multigrid methodology has been employed for accelerating the solution at each implicit time step. As shown in Fig. 1(b), for the case of a fifth-order accurate discretization scheme, the
with problems of low reduced frequency, which are naturally suitable for implicit time-stepping strategies.

The effectiveness of increasing the spatial discretization on overall accuracy. Both test cases are concerned with vortex-shedding flow over a triangular wedge on an unstructured triangular mesh, and is used to illustrate the methodology is compared with that of the single level solver. The second test problem consists of a periodic integration schemes for simulating an isentropic convecting vortex flow is demonstrated. The comparisons for the time-dependent compressible Euler equations. Firstly, the performance of various implicit time-

The p-multigrid approach fits naturally with DG discretizations because the use of a hierarchical basis set makes the formulation of interpolation operators between high-order and low-order approximation levels very simple. The restriction operator ($P_{p-1}^p$) from high-order level to low-order level, is obtained by simply deleting the corresponding higher order modal coefficients and transferring lower order modes exactly. The prolongation operator ($P_{p-1}^p$) from lower-order to high-order level is obtained by injecting lower order modal coefficients exactly. The main reason for this simple projection is due to the fact that the lower order interpolation functions are a subset of the higher order ones. In this work, we make use of the Full Approximation Storage (FAS)\textsuperscript{22,23} multigrid scheme. The procedure of a two level V-cycle FAS p-MG approach is as follows, note that we use notation $w_p^m$ to denote intermediate solution in the time interval $[n\Delta t,(n+1)\Delta t]$, where the superscript represents the number of p-MG cycles and subscript represents the p-MG level.

- Perform $\tau_1$ subiterations on the high-order approximation level ($p$), using any Element Jacobi solver mentioned previously: $R_e_p(w_p^m) = S_p$; Get residual: $r_p^m = S_p - R_e_p(w_p^m)$
- Restrict both residual and solution to the low-order approximation level ($p-1$): $S_{p-1} = P_{p}^{p-1}r_p^m$; $w_{p-1}^{m} = P_{p}^{p-1}w_p^m$
- Solve the low-order approximation level problem by using the same Element Jacobi solver with $\tau_2$ subiterations: $R_e_{p-1}(w_{p-1}^{m}) = S_{p-1}$; Obtain the low-order level error: $e_{p-1}^m = w_{p-1}^{m} - P_{p}^{p-1}w_p^m$
- Prolongate this low-order level error to correct the high-order approximation level: $w_{p}^{m+1} = w_p^m + P_{p}^{p-1}e_{p-1}^m$
- Continue the same steps to the next V-cycle of p-MG method until $R_e_p(w_p^{m+1}) = 0$, then the solution for the $n+1$ time step is obtained: $u_{p}^{n+1} = w_p^{m+1}$

For the p-multigrid method, the same restriction operator is used for both residual and solution restriction, while this is not necessarily the case for geometric multigrid methods.

### V. Numerical Results

In this section, two test cases are used to illustrate the performance of the proposed solution techniques for the time-dependent compressible Euler equations. Firstly, the performance of various implicit time-integration schemes for simulating an isentropic convecting vortex flow is demonstrated. The comparisons of temporal accuracy and efficiency are discussed for this test case, and the performance of the p-MG methodology is compared with that of the single level solver. The second test problem consists of a periodic vortex-shedding flow over a triangular wedge on an unstructured triangular mesh, and is used to illustrate the effectiveness of increasing the spatial discretization on overall accuracy. Both test cases are concerned with problems of low reduced frequency, which are naturally suitable for implicit time-stepping strategies.

<table>
<thead>
<tr>
<th>BDF1</th>
<th>$D_T(w^k)$</th>
<th>$O_T(w^k)$</th>
<th>$R_e(w^k)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$D_T = \frac{M}{\Delta t} + D^k$</td>
<td>$O^k$</td>
<td>$\frac{M}{\Delta t}w^k + R_p(w^k) - F$</td>
</tr>
<tr>
<td>BDF2</td>
<td>$D_T = \frac{3}{2} \frac{M}{\Delta t} + D^k$</td>
<td>$O^k$</td>
<td>$\frac{3}{2} \frac{M}{\Delta t}w^k + R_p(w^k) - F$</td>
</tr>
<tr>
<td>IRK4</td>
<td>$D_T = \frac{M}{\Delta t} + a_{ss}D^k$</td>
<td>$a_{ss}O^k$</td>
<td>$\frac{M}{\Delta t}w^k + a_{ss}R_p(w^k) - F$</td>
</tr>
<tr>
<td></td>
<td>($s = 1, \ldots, 6$)</td>
<td></td>
<td>$F = M\frac{\Delta t}{\Delta t}u_n^k - \sum_{j=1}^{s-1} a_{ss}R_p(u^{(j)})$</td>
</tr>
</tbody>
</table>

Note that we use notation $M^3$ to denote intermediate solution in the time interval $[n\Delta t,(n+1)\Delta t]$, where the superscript represents the number of p-MG cycles and subscript represents the p-MG level.

### Table 3. Diagonal, off-diagonal blocks and unsteady-state residuals for BDF1, BDF2 and IRK4 schemes

<table>
<thead>
<tr>
<th>Scheme</th>
<th>$D_T(w^k)$</th>
<th>$O_T(w^k)$</th>
<th>$R_e(w^k)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDF1</td>
<td>$D_T = \frac{M}{\Delta t} + D^k$</td>
<td>$O^k$</td>
<td>$\frac{M}{\Delta t}w^k + R_p(w^k) - F$</td>
</tr>
<tr>
<td>BDF2</td>
<td>$D_T = \frac{3}{2} \frac{M}{\Delta t} + D^k$</td>
<td>$O^k$</td>
<td>$\frac{3}{2} \frac{M}{\Delta t}w^k + R_p(w^k) - F$</td>
</tr>
<tr>
<td>IRK4</td>
<td>$D_T = \frac{M}{\Delta t} + a_{ss}D^k$</td>
<td>$a_{ss}O^k$</td>
<td>$\frac{M}{\Delta t}w^k + a_{ss}R_p(w^k) - F$</td>
</tr>
<tr>
<td>($s = 1, \ldots, 6$)</td>
<td></td>
<td></td>
<td>$F = M\frac{\Delta t}{\Delta t}u_n^k - \sum_{j=1}^{s-1} a_{ss}R_p(u^{(j)})$</td>
</tr>
</tbody>
</table>
A. Convection of an isentropic vortex

The convection of an 2-D inviscid isentropic vortex\textsuperscript{10,17,29} is simulated to examine the performance of the proposed implicit time-stepping schemes. The exact solution for this test case at any time \( t \) is the initial solution at \( t_0 = 0 \) translated over a distance \( u_\infty t \) for a horizontally convecting vortex, which provides a valuable reference for measuring the accuracy of the computed solution.

1. Numerical solutions

The mean flow density, \( \rho_\infty \), velocity, \( u_\infty \) and \( v_\infty \), pressure, \( p_\infty \) and temperature \( T_\infty \) are taken as freestream values. In this case we set these flow parameters as \((\rho_\infty, u_\infty, v_\infty, p_\infty, T_\infty) = (1, 1, 0, 1, 1)\) with periodic boundary conditions in the horizontal direction and free boundary conditions in the vertical direction. At \( t_0 = 0 \), the flow is perturbed by an isentropic vortex \((\delta u, \delta v, \delta T)\) centered as \((x_0, y_0)\) with the form:

\[
\delta u = -\frac{\alpha}{2\pi} (y - y_0)e^{\phi(1-r^2)}
\]

\[
\delta v = \frac{\alpha}{2\pi} (x - x_0)e^{\phi(1-r^2)}
\]

\[
\delta T = \frac{\alpha^2(\gamma - 1)}{16\phi\gamma\pi^2} e^{2\phi(1-r^2)}
\]

where, \( \phi \) is a parameter determining the gradient of the solution and \( \alpha \) determines the strength of the vortex, \( r = \sqrt{(x - x_0)^2 + (y - y_0)^2} \) is the distance to the vortex center, and \( \gamma = 1.4 \) is the ratio of specific heats of the fluid. In this study, we set \( \phi \) as unity and \( \alpha = 4.0 \). Given the perturbation functions shown in Eq. (19), (20) and (21), we can determine other resulting conservative variables, assuming isentropic flow throughout the domain (i.e. \( p/p^* = 1 \) and \( T = p/\rho \) for a perfect gas):

\[
\rho = T^{1/(\gamma - 1)} = (T_\infty + \delta T)^{1/(\gamma - 1)} = \left[ 1 - \frac{\alpha^2(\gamma - 1)}{16\phi\gamma\pi^2} e^{2\phi(1-r^2)} \right]^{1/(\gamma - 1)}
\]

\[
u = u_\infty + \delta u = 1 - \frac{\alpha}{2\pi} (y - y_0)e^{\phi(1-r^2)}
\]

\[
v = v_\infty + \delta v = 1 + \frac{\alpha}{2\pi} (x - x_0)e^{\phi(1-r^2)}
\]

This test case employs a uniform Cartesian triangle grid. The initial vortex is placed at \((x_0, y_0) = (0, 0)\) on a domain of \(-7 \leq x \leq 7\) and \(-3.5 \leq y \leq 3.5\) with 10000 elements, as shown in Fig. 2. \( p = 4 \) (fifth-order accurate) is used for the spatial discretization in all cases. The time-step \((\Delta t)\) is set equal to 0.2. Since the local CFL number is defined as,

\[
CFL_i = \frac{\Delta t}{vol_i} \sum_{j=1}^{3\text{edges}} \frac{1}{2} (\mathbf{u} \cdot \mathbf{n} + c) \quad 1 \leq i \leq n\text{Elem}
\]

where \( vol \) denotes the area of the element in 2D case and \( c \) is the local speed of sound, the time-step \( \Delta t = 0.2 \), corresponds to a maximum CFL number of 11. Fig. 2 illustrates the computational mesh and the initial density contours in the domain. The length of the domain is 14, and the horizontal velocity is \( u = 0.5 \), thus the vortex requires \( T = 28 \) to complete one revolution around the periodic grid in the \( x \)-direction. Computed density solutions at times \( t = 4, t = 10, t = 20 \) and \( t = 50 \) obtained by BDF1, BDF2 and IRK4 schemes are shown in Figures 3 and 4. The first three of these solutions are within the first horizontal period of the vortex motion, and the last \( t = 50 \) is close to the end of the second period (since it requires \( t = 56 \) to complete the second period). Fig. 3 illustrates how the vortex is diffused using the BDF1 scheme even at these small time increments. Conversely, the BDF2 scheme displays a substantially better shape retaining property for the vortex, except at later times such as \( t = 50 \) where oscillations and some dispersion are evident around the brink of the vortex. On the other hand, the IRK4 scheme shows the best accuracy with the final shape of the vortex at \( t = 50 \) being almost indistinguishable from the initial shape.

In order to further compare vortex solutions for various time-integration schemes, the density profiles along the horizontal centerline are compared with the exact solution, obtained by translating the initial
Figure 2. Grid and initial density contour

Figure 3. Density countours (3D) of the BDF1 scheme at various times, $t=4$, 10, 20 and 50, using a time-step of $\Delta t=0.2$
Figure 4. Density contours (3D) of the BDF2 and IRK4 schemes at various times, t=4, 10, 20 and 50, using a time-step of $\Delta t=0.2$
Figure 5. Comparison of Density Profiles for BDF1, BDF2 and IRK4 schemes at $t=4$ and $t=10$, using a time-step of $\Delta t=0.2$
Figure 6. Comparison of Density Profiles for BDF1, BDF2 and IRK4 schemes at $t=20$ and $t=50$, using a time-step of $\Delta t=0.2$. 
centerline density profile. Specifically, Fig. 5 and Fig. 6 display the comparisons of the density profile for the BDF1, BDF2 and IRK4 time-integration schemes, with the exact solution, at various times, \( t = 4, t = 10 \) and \( t = 20 \), \( t = 50 \), respectively. As shown in these two figures, it is evident that the IRK4 scheme exhibits the best resolution and provides very good agreement with the exact solution, since there is no visual deviation between the computed results and exact results and the vortex core is well conserved. On the other hand, the BDF1 scheme which is only first-order accurate in time, produces rapid dissipation of the vortex core, as mentioned previously, while the BDF2 scheme provides substantially better resolution and higher accuracy than the BDF1 scheme. Before \( t = 20 \), the computed results obtained by the BDF2 scheme fall almost on top of the exact solution, although at later times, the BDF2 results show substantial deviation from the exact profile.

2. Temporal accuracy and temporal efficiency

A temporal refinement study is presented to assess the accuracy among various time-integration schemes, BDF1, BDF2, and IRK4 given the same initial condition, periodic boundary condition and \( p = 4 \) spatial discretization, as described in the previous section. Because the overall error is due to both spatial and temporal error, the "numerical exact" solution for one temporal scheme is obtained using a small time-step on its own, in order to eliminate the effect of spatial error and to isolate the temporal error. The time-step to obtain the "exact" solution is \( \Delta t = 0.01 \) for all time-integration schemes. Various time-steps, consisting of \( \Delta t = 2.0, 1.0, 0.5 \) and \( 0.25 \), which correspond to a maximum CFL number of 110, 55, 28 and 14, respectively, have been used for all of three temporal schemes. Additionally, another two time-steps, \( \Delta t = 0.125 \) and \( 0.0625 \) are employed for the BDF1 and BDF2 schemes to extend their range of comparison. A regular mesh with a grid spacing of \( \Delta x = \Delta y = 0.25 \) and a total 3136 elements is employed in the accuracy and efficiency tests. The temporal error is obtained by computing the RMS difference of all conserved variables at all grid points between the computed solution and the reference exact solution.

![Temporal accuracy for the BDF1, BDF2 and IRK4 schemes, as a function of time-step size](image1)
(a) Temporal accuracy for the BDF1, BDF2 and IRK4 schemes, as a function of time-step size

![Temporal accuracy for the BDF1, BDF2 and IRK4 schemes, as a function of CPU time, using p-MG solver](image2)
(b) Temporal accuracy for the BDF1, BDF2 and IRK4 schemes, as a function of CPU time, using p-MG solver

Figure 7. Comparisons of temporal accuracy and efficiency for various implicit schemes at \( t = 4 \)

The temporal accuracy results for the BDF1, BDF2 and IRK4 schemes at \( t = 4 \) are given in Fig. 7(a), where the computed temporal error is plotted as a function of the time-step on a log-log plot. The fourth-order Runge-Kutta scheme exhibits a slope of 3.82, which is near to the design value of 4. The first and second-order backwards differencing schemes display a slope of 1.0 and 1.9, respectively. For any given time-step size, IRK4 obtains a drastically higher accuracy level than the BDF1 and BDF2 schemes, while
the BDF2 scheme provides better accuracy than BDF1. For example, using a time-step size of \( \Delta t = 0.25 \),
the IRK4 scheme attains a temporal error of near \( 10^{-7} \) but the other two backwards Euler schemes incur
temporal errors larger than \( 10^{-3} \). Even employing a very small time-step size, \( \Delta t = 0.0625 \), which is just
six times larger than the “small time-step” used to obtain the “exact” solution, the BDF2 scheme incurs a
temporal error of the order of \( 10^{-4} \), while the BDF1 scheme incurs a temporal error of the order of \( 10^{-3} \).

Fig. 7(b) presents the computed temporal error for the BDF1, BDF2 and IRK4 schemes as a function of
the required CPU time, which is obtained using the V-cycle p-MG algorithm (qNEJ) described in Section
III, the performance of which is discussed further in the following section. These results illustrate that, in
order to reach a specified error level, the IRK4 scheme requires the least CPU time, while the BDF1 scheme
is clearly not practical in terms of efficiency, due to its low convergence rate. For example, to achieve an
accuracy level of \( 1 \times 10^{-4} \), the IRK4 scheme requires 2615 seconds of CPU time, while the BDF2 scheme
requires 8042 seconds, which is over 3 times longer. Furthermore, for higher accuracy levels, the advantage
of the IRK4 scheme increases, due to the asymptotic properties of these schemes.

3. Efficiency of p-MG strategy

The p-MG approach is capable of obtaining rapid convergence rates, minimizing CPU time especially for
large meshes and large time-steps. The use of an efficient implicit solver is particularly critical with regards to
the implementation of implicit Runge-Kutta schemes, which require the solution of multiple implicit systems
at each time step, as opposed to BDF schemes which only require the solution of a single implicit system at
each time step. The higher overall efficiency of the IRK4 scheme demonstrated previously relies on the use
of an efficient implicit solver, namely the p-MG solver, and may not be as competitive in cases where weaker
solvers such as a single level solver are employed. Therefore, in this section, we examine the convergence rates
of the FAS p-MG solver (qNEJ) and the corresponding single level solver for a given implicit time step, as
a function of grid size and time-step size. Specifically, the grid sizes vary from 3136, 7056 to 14400 elements
on a domain of \(-7 \leq x \leq 7\) and \(-3.5 \leq y \leq 3.5\), and time-step sizes range from \( \Delta t = 0.5 \), \( \Delta t = 1.0 \) to \( \Delta t =
5.0 \). The initial-boundary conditions, spatial discretization \( (p = 4) \) are kept unchanged and we choose BDF2
as the time-integration scheme.

Figure 8. Comparisons of the convergence rates between p-MG and single level solvers, using variant grid
sizes, \( N=3136, N=7056 \) and \( N=14400 \) with a fixed time-step of \( \Delta t = 1.0 \) of BDF2 scheme

Fig. 8(a) depicts the p-multigrid convergence rate for various mesh sizes, compared with the single level
solver for a fixed time step of the BDF2 scheme. The solid lines represent computed results using the p-
multigrid strategy and the dashed lines represent results using the corresponding single level solver, i.e. no
multigrid involved. Since the time-step size has been fixed for all runs, this figure illustrates the effect of grid resolution or mesh size on convergence rate. An important aspect of these results is the relative insensitivity of the p-multigrid convergence rate to the mesh size, which illustrates the h-independent property of the p-MG solver. On the other hand, the convergence rate of the single level solver decreases drastically for finer mesh sizes. While a p-multigrid cycle requires more computational time than a single-grid cycle, the p-multigrid approach is still seen to be more efficient overall in terms of cpu time than the single level solver, and the benefit of the p-multigrid solver can be expected to increase for larger mesh sizes.

Since time-step size is another factor which affects convergence rate and computational time, we then discuss the characteristics of the p-multigrid approach and corresponding single level solver with respect to time-step sizes. The obtained convergence rates for various time-step sizes are illustrated in Fig. 9, for the largest mesh size of \( N=14400 \). As previously, the p-multigrid approach delivers faster convergence and requires lower overall cpu time than the corresponding single-level solver, for a given time-step.

As the time-step size is increased, the convergence of both solvers deteriorates, as expected, since small time-step sizes correspond to more diagonally dominant systems. In particular, at relatively small time-step values, the use of the p-multigrid solver may not be necessary, and a few passes of the single grid solver (element Jacobi) may be sufficient to adequately solve the implicit system. However, for large time steps, the convergence of the p-multigrid solver deteriorates less severely than that of the single level solver, and will eventually asymptote to the convergence observed for steady state-state problems.\(^{24}\) Thus, for moderate time step sizes, the p-multigrid solver provides the most efficient mechanism for integrating the implicit equations in time, and the benefit of this method can be expected to increase for larger time step sizes and for finer meshes. For example, using a time step of \( \Delta t = 1 \) on the mesh size of \( N=14400 \), the p-multigrid approach achieves a speedup of 1.8 over the single grid solver, while a speedup of 2.35 is obtained for a time step of \( \Delta t = 5 \).

---

**Figure 9.** Comparisons of the convergence rates between p-MG and single level solvers, using variant time-step sizes, \( \Delta t = 0.5, \Delta t = 1.0, \Delta t = 5.0 \), with a fixed mesh size of \( N=14400 \) of BDF2 scheme

---

**B. Shedding flow over a triangular wedge**

1. **Numerical solutions**

This test problem, which was originally used in the context of viscous flows,\(^3\) is used to illustrate the numerical accuracy and performance when different orders of spatial discretization are employed. In this case, first-order accurate \( (p = 0) \) up to fourth-order accurate \( (p = 3) \) spatial discretizations are used. A uniform free stream with a Mach number of \( M = 0.2 \) flows over a triangular wedge placed on the centerline
The spatial computational domain contains 10836 unstructured triangular elements. Both the BDF2 scheme and the IRK4 scheme are used with a fixed time-step size of $\Delta t = 0.05$, corresponding to a maximum CFL number of 85 which occurs at the smallest cells in the grid, is employed for all runs. Free boundary conditions are applied to all cases. Here note that if we use an explicit second-order forwards time-difference scheme, the maximum permissible time-step size required for stability is $\Delta t_{\text{max}} = 5 \times 10^{-5}$.

As the flow passes the wedge, the flow separates after some time due to the “artificial viscosity” and vortices are originated around the two sharp corners and then convected downstream with shedding. While what we focus on here is the ability of these schemes for retaining the shape of the vortices as these are convected downstream of the body. Based on this purpose, we first employ a $p = 0$ spatial scheme and BDF2 temporal scheme, by using a uniform flow as the initial condition: $v(x, t = 0) = v_\infty = 0$, $\rho(x, t = 0) = \rho_\infty = 1.0$ (as shown in Fig. 10(a)), and obtain an intermediate solution (shown in Fig. 10(b)), in which the formed vortices have not separated yet. This intermediate solution is then used as the initial condition for all other high-order $p = 1, 2, 3$ spatial-discretization schemes and the BDF2, IRK4 time-integration schemes.

Using the computed initial condition, Figures 11 and 12 plot the numerical results at $t = 100$ for $p = 1$, $p = 2$ and $p = 3$ spatial discretizations using the BDF2 and IRK4 time-integration schemes, respectively. It can be observed that for a fixed temporal scheme (either the BDF2 or IRK4 scheme), the higher-order accurate $p = 3$ spatial scheme, provides best shape-retaining convection capability: the vortices produced around the corners of the triangle wedge keep their shapes far downstream. On the other hand, $p = 1$ scheme has evident dissipation as seen in the diffusion of the core of the vortices as they are convected downstream. While if we compare the computed results of the various time-integration schemes based on a same fixed spatial-discretization scheme, we can notice the IRK4 scheme is seen to be more suitable than the BDF2 scheme for the $p=3$ case (Fig. 12(b)) due to the fact that it effectly balances the spatial and temporal accuracy. In the case of $p=1$ solutions (Figures 11(a) and 11(b)), since the spatial error is dominated in the solution of the IRK4 scheme, there is no evident improvements even the IRK4 scheme is utilized. From this point of view, it is concluded that high-order spatial discretizations demonstrate high accuracy when
Figure 11. Density contours of $p=1$ and $p=2$ spatial-discretization schemes, at $t=100$, using BDF2 and IRK4 schemes.
Figure 12. Density contours of $p=3$ spatial-discretization scheme, at $t=100$, using BDF2 and IRK4 schemes.
same temporal scheme is used, and high-order accurate time-integration schemes are exclusively fitful for high-order DG discretizations to achieve an overall high accuracy.

2. Comparisons of p-multigrid solvers

As we discussed in Section IV. A, several p-multigrid solver variants consisting of non-linear element Jacobi (NEJ), quasi-nonlinear element (qNEJ) and linearized element Jacobi (LEJ) can be used as a smoother in each implicit time step. In this section, the performance of these solver variants in one implicit time step is demonstrated using the IRK4 scheme and \( p=3 \) spatial discretization in the test case of shedding vortices.

Fig. 13(a) depicts the convergence rates of the LEJ, qNEJ and NEJ solvers in terms of p-multigrid cycles in the process of the next time step solution. Since five-stage unsteady-state residuals \( \left( \text{Re}(u^{(s)}), s = 2, \ldots, 6 \right) \) require to get convergence in one implicit time step of the IRK4 scheme, the results shown in this figure is distinct from that of the BDF schemes in which only one implicit solver is utilized in each implicit time step. As expected, the results are similar with the ones when tested in the steady-state solver. The linearized element Jacobi, quasi-nonlinear element Jacobi and non-linear element Jacobi converge with similar rates in terms of the number of p-multigrid cycles. While if compared with the CPU time, as shown in Fig. 13(b), the LEJ and qNEJ solvers are seen to be substantially more efficient than the NEJ solver due to its expensive computation on the Jacobian evolutions. Since in this test case, 5 subiterations have been employed for all the three solver variants, it then turns out that LEJ and qNEJ have 5 times fewer computations spent on the evolutions of Jacobian matrix (i.e. \( [D_T] \)), thus the result illustrates the NEJ solver costs near 5 times longer in CPU time than the other two solvers. Moreover, the qNEJ solver has been found to be a specially stable and efficient solver when dealing with strong non-linearity and thus it is exclusively utilized in this work.

VI. Conclusions

In this paper, Discontinuous Galerkin methods, which make use of element basis functions that are discontinuous across element interfaces, have been employed in the spatial discretization of the two-dimensional unsteady Euler equations to reduce the gridding requirements and to achieve high spatial resolution. Several implicit schemes including BDF1, BDF2 and IRK4 schemes are employed in the time-integration of the unsteady Euler equations. The temporal accuracy and efficiency of these implicit schemes have been
investigated, focusing on the efficiency of fourth-order implicit Runge-Kutta schemes in comparison with the popular Backward Differencing formulations. It is concluded that the IRK4 scheme, which represents an attempt to balance the spatial and temporal orders of accuracy, can outperform the backward methods (BDF1 and BDF2) to achieve a desired error level in an efficient way. Meanwhile, the p-multigrid strategy, which uses element Jacobis as a smoother to solve non-linear problems on each multigrid level, can produce h-independent convergence rates, with only slight dependence on the time-step size, for implicit time-stepping problems. Thus it provides an efficient approach for solving implicit problems particularly on large meshes and with large time-steps. Further work will focus on extending this approach to the unsteady Navier-Stokes equations and including the presence of dynamically deforming meshes.
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